arXiv:2406.09188v2 [cs.CV] 18 Mar 2025

An Efficient Post-hoc Framework for Reducing Task Discrepancy of
Text Encoders for Composed Image Retrieval

Jaeseok Byun'*

Seokhyeon Jeong!* Wonjae Kim?

Sanghyuk Chun?’ Taesup Moon!3"

'Department of ECE, Seoul National University
NAVER Al Lab
3 Department of ASRI/INMC/IPAI/AIIS, Seoul National University

Abstract

Composed Image Retrieval (CIR) aims to retrieve a tar-
get image based on a reference image and conditioning
text, enabling controllable image searches. The mainstream
Zero-Shot (ZS) CIR methods bypass the need for expensive
training CIR triplets by projecting image embeddings into
the text token embedding space, forming a composed query
for retrieval. However, we highlight an inherent limitation
in these projection-based CIR: a task discrepancy of text
encoders between the original pre-training task of the en-
coders (text <> image) and the target CIR task (image + text
< image), which potentially negatively impacts CIR perfor-
mance. To reduce such a discrepancy, a naive solution would
be to train both image and text encoders with CIR triplets in
a supervised manner. Instead, we introduce Reducing Task
Discrepancy of Text Encoders (RTD), an efficient text-only
post-hoc framework that complements projection-based CIR
methods. We devise a novel target-anchored text contrastive
learning designed to enhance the capability of the text en-
coder for CIR. We also propose two key enhancements: (1) a
hard negative-based refined batch sampling strategy and (2)
a refined concatenation scheme to further mitigate training-
inference discrepancy. Integrating RTD into state-of-the-art
projection-based methods achieves performance comparable
to, or even surpassing, resource-intensive state-of-the-art
synthetic CIR triplet-based approaches only with 23 minutes
of additional training on 4 A100 GPUs— up to 100X faster
in training. Our code will be available upon acceptance.

1. Introduction

Composed Image Retrieval (CIR) aims at retrieving a target
image that closely resembles a reference image while reflect-
ing the changes described in a conditioning text. Using a
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query composed of image and text allows users to conduct
more precise and flexible searches by specifying the desired
modifications to the image through text. Supervised CIR
methods [2, 12, 21] have been introduced to fuse informa-
tion from bi-modal query, using labeled data from the target
domain in the form of triplets (I, T¢, I;), in which I, is a
reference image, 7T is a conditioning text, and I; is a target
image. However, unlike the typical web-crawled image-text
datasets [38], acquiring sufficient triplets for training needs
expensive manual human annotations. To overcome the de-
pendency on small-scale and human-verified triplets of the
target domain, several works utilize the power of recent gen-
erative models. For example, a line of studies [16, 22, 45, 48]
uses text-to-image models like IP2P [5] or large-language
models (LLM) [6, 43] to synthesize large-scale CIR triplets
for training, in place of the target-domain CIR triplets. While
these methods achieve strong performance, they are often
impractical due to the high computational and memory re-
quirements for utilizing generative models.

Another approach for removing the dependency on the
CIR triplets, which often is referred to as projection-based
ZS-CIR [4, 17, 26, 36, 41, 42], employs an integrable projec-
tion module on top of the pre-trained, frozen, and shared VL
embedding space, such as CLIP [34]. Namely, a projection
module ¢, which maps a CLIP image embedding to the CLIP
text token embedding space, can be trained by solely using
images [4, 36] or texts [17]. During inference, as illustrated
in Fig. |, these methods first project the embedding of the
query image to a text token embedding [$] using the function
¢. This embedding is then combined with the conditioning
text [7.] to create the prompt “a photo of [$] that [T.]",
which is used as a query for the text-to-image retrieval.

The core assumption of the projection-based CIR is that
the pre-trained text encoder should be robust enough to com-
bine information from both the projected text token embed-
ding and the conditioning text. However, we argue that this
can cause a significant task discrepancy for the pre-trained
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Figure 1. The task discrepancy of projection-based ZS-CIR methods between the pre-training task (image-text alignment) and the ZS-CIR

task (image-text composition).

text encoder between the original image-text alignment pre-
training task (of CLIP) and the CIR task. For example, in
Fig. 1, consider an ideal caption that accurately describes
the target image. Since the CLIP text and image encoders
are learned through contrastive learning, we can expect that
the target image embedding (Fig. 1¢) will align well with the
embedding (Fig. 1b) of the ideal caption. In contrast, in the
projection-based CIR, the text encoder receives a concate-
nated caption that combines the projected token [$] and the
conditioning text, not an ideal caption. However, as noted
by Baldrati et al. [3], the text encoder is not typically trained
to encode complex textual modifications—such as addition,
negation, or replacement—to the reference image, which are
common in conditioning texts. As a result, there is no guar-
antee that the textual embedding of the concatenated caption
(Fig. 1a) closely aligns with the target image embedding
(Fig. 1c), which will undermine the retrieval performance.

To that end, we devise a complementary post-processing
approach for existing projection-based CIR methods that
reduces the task discrepancy of the text encoder efficiently.
Ideally, both image and text backbones would be updated us-
ing expensive CIR triplets (1., T., I;); however, we achieve
this using cheap fext triplets and only update the text encoder.
These text triplets (7)., 7., T;) consist of a reference caption
(T}, e.g., “a dog catching a frisbee”), a conditioning text
(T, e.g., “change dog to cat”), and a target caption (73, e.g.,
“a cat catching a frisbee”), respectively. Given that the ref-
erence captions 7. are readily available from conventional
caption datasets, 7, and 7} can be automatically generated
without any human labor [28, 46] or intensive resources
[16, 22,45, 48]. Using these triplets, we introduce a farget-
anchored text contrastive learning, in which the text encoder
updates the embedding of the concatenated caption T,
of T, and T, (e.g., “a dog catching a frisbee”+ “change the
dog to a cat”) to align closely with the fixed embedding of
the target caption 7} from the frozen text encoder. We fur-

ther enhance this text-only training approach with two key
components: a batch sampling strategy that ensures hard neg-
atives in each mini-batch and a refined concatenation scheme
for T'. and T, designed to reduce the training-inference task
discrepancy caused by our text-only training framework.

Our experimental results demonstrate that our proposed
method, dubbed as RTD (Reducing Task Discrepancy of
Text Encoders), consistently and considerably improves
the performance in diverse evaluation datasets (CIRR [28],
CIRCO [4], FashionlQ [46], COCO object composition [36],
and GeneCIS [44]), when integrated with existing projection-
based CIR methods (SEARLE [4], Pic2Word [36], Lin-
CIR [17], Context-I2W [42], and FTI4CIR [26]). Conse-
quently, compared to resource-intensive state-of-the-art syn-
thetic CIR triplets-based method like MagicLens [48], RTD
achieves comparable results, with less than a 1% gap in
CIRR R@1 and 0.1% in FashionlQ R@ 10 when combined
with FTI4CIR (ViT-L/14). When using larger or fine-tuned
backbones (ViT-G/14 or FSC-CLIP [31]) with LinCIR, RTD
achieves superior results than MagicLens in those metrics.

We note that RTD achieves the above results with sig-
nificantly higher training efficiency in both data generation
and training time. Specifically, our rule-based text triplet
generation requires less than 10 minutes to construct 1M
text triplets—570 % faster than CIR triplet generation from
Compodiff [16]. With 4 NVIDIA A100 GPUs, the additional
training time for RTD is just 23 minutes for training the
ViT-L/14 backbone, making it approximately 10 to 100x
faster than synthetic CIR triplets-based methods. Even with
a significantly larger backbone (ViT-G/14), training takes
only 2.5 hours, remaining negligible in comparison. More-
over, we investigate the effectiveness of RTD across various
text triplet generation strategies and different backbone sizes
(ViT-B/32, ViT-L/14, ViT-G/14) and types (FSC-CLIP [31],
CLIP [34]), showing its reproducibility and compatibility.



2. Related Work

Composed Image Retrieval. Unlike supervised CIR meth-
ods [2, 3, 12, 21], projection-based CIR methods [4, 13, 17,
26, 36, 41, 42] are built upon the frozen CLIP model, where
a projection module ¢ is trained without CIR triplets. Each
method employs a different training scheme for different
training schemes for ¢ (See Sec. 4.1 for details). Several
approaches avoid the need for any training by employing
interpolation techniques [19], while others leverage powerful
yet resource-intensive models such as LLMs and captioners
[20, 47]. While our approach is built upon projection-based
CIR methods, its training strategy is closely related to an-
other category of CIR methods [16, 22, 45, 48] that use
synthetically generated expensive CIR triplets. However, our
method stands out by utilizing text triplets and updating only
the text encoder, resulting in more efficient training while
maintaining strong performance.

Task discrepancy between the CLIP pre-training task
and CIR. Combiner [3] updates the text encoder to min-
imize the gap between the target caption feature and the
sum of the reference image and conditioning text features.
FashionERN [9] addresses reference image dominance by in-
troducing a separate branch to amplify the impact of the con-
ditioning text. However, both Combiner and FashionERN re-
quire expensive CIR triplets (I,., T, I;) for training, whereas
our approach uses cheap, automatically generated text-only
triplets (7., T, T3). As another example, Chen and Lai [7]
synthesize a triplet of an original image, its caption, and
the masked image, treating them as the target image, con-
ditioning text, and reference image, respectively. This ap-
proach, however, still has a gap between conditioning text
(e.g., “change dog to cat”) and image caption (e.g., “a dog
catching a frisbee”); furthermore, it needs the full fine-tuning
of the CLIP model, resulting in changing the visual embed-
dings in the retrieval database. In contrast, RTD directly uses
the conditioning texts for training and does not change the
target visual encoder, enabling the reuse of pre-extracted
CLIP embeddings. Lastly, CIReVL [20] or LDRE [47] re-
duce task discrepancy by generating descriptive captions of
the composed query using a large captioning model [24]
and LLM [6]. While effective without any training, they rely
on expensive inference steps and require carefully crafted
prompts by skilled users. Whereas, RTD is fully automated,
human-free, and more efficient during inference.

3. Main Method
3.1. Obtaining text triplets

To address the task discrepancy, we collect cheaply and
automatically generated text triplets (T,., T, T} ), instead of
directly using the expensive CIR triplets (., T, I;). Given
reference caption 7, from conventional caption datasets,

conditioning text T, and target text 7; can be generated
using two strategies: via large language models (LLMs) [5,
16, 22, 45] or, more efficiently, through rule-based templates
[16]. We investigate both strategies and demonstrate that
RTD consistently improves performance across them.

For the LLM-based strategy, we use the publicly avail-
able text triplets by CompoDiff [16], which are employed
in our main experiments if not specified. These triplets are
generated by taking a given caption 7. as an input of the fine-
tuned LLM, whose output predicts the corresponding con-
ditioning text 7. and the target caption 7;. Previous works,
such as IP2P [5], CoVR [45], and CASE [22], have also
explored generating text triplets using LLMs, differing in
LLM model types, input data, and fine-tuning strategies.
The original purpose of these text triplet generations is to
construct CIR triplets (I, T, I;), but all these works also
release the corresponding text triplets used for their CIR
triplet construction. In addition to these publicly available
text triplets, we also implement and evaluate an efficient
in-context learning generation strategy using LLaMA3-8B
[14] without additional fine-tuning. We conduct experiments
with all the aforementioned text triplets in Tab. 6 and observe
that RTD consistently delivers significant enhancements.

For cheap, rule-based strategy, we can extract a keyword
(e.g., “dog”) from T, (“a dog catching a frisbee”) and re-
place it with a randomly chosen keyword (e.g., “cat”) [16],
forming 7.. The conditioning text is then generated au-
tomatically by using pre-defined templates (e.g., “change
[original keyword] to [altered keyword]”).
Our experiments show that this simple rule-based variant
performs similarly to the LLM-based one.

More detailed explanations and examples of each strategy
are provided in App. A.2, and a comprehensive comparison
of generation costs is provided in App. C.

3.2. Target-anchored text contrastive learning

Now, we explain our approach to update the text encoder
for mitigating the task discrepancy solely with the generated
text triplets (7., T., T} ). We first assume that there exists a
pre-trained projection module ¢ obtained by the projection-
based ZS-CIR methods [4, 17, 36]. Recall that for a given
reference image I, and conditioning text 7., the final com-
posed feature is generated by passing the text prompt “a
photo of ¢(1py (1)) that T,.” to the text encoder 1, where
1y is the visual encoder and ¢ is the projection module (See
Fig. 1). We aim to update the text encoder ¥1 to reduce the
discrepancy between the pretext task and ZS-CIR task using
the text triplets while maintaining vy and ¢ frozen.

Target-anchored text contrastive loss. We apply con-
trastive learning using a paired caption (7)., T;), where
T, +. denotes a concatenated caption of reference caption
T, and conditioning caption 7. Namely, we let the repre-
sentation of the concatenated caption closely approximate
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Figure 2. Overview of RTD.

that of the target caption. However, solely updating the text
encoder while fixing the image encoder can break the align-
ment between image and text encoders. To prevent the issue,
we extract the text embedding of 7} using the frozen text en-
coder ¥ 7, while the concatenated caption 7. . is extracted
from the learnable text encoder 53” , initialized from .
Here, we assume that as the target caption 7} is a standard
caption, a text embedding ¢ (T3), is well-aligned with the
frozen image embedding space. Following the assumption,
we fix the target textual embedding as an anchor point to
maintain the pre-trained alignment while learning new rela-
tionships. As shown in Sec. 4.3, this anchoring is essential
for fine-tuning the text encoder with our objective.

Now, we introduce our target-anchored text contrastive
loss Lrcy, using two text encoders: a frozen pre-trained
text encoder 7 and a learnable text encoder éﬁ which
is initialized with 7. Textual latent embeddings fH_C and
t; are extracted from ¥4 and 17, respectively. Namely,
trie (EX(Trte)) and t, = 7 (Ey(T})), where E,,
is a word embedding layer. We aim to tune ¥} to minimize
the distance between the concatenated textual embedding
t,1 and the target textual embedding ¢; while maximizing
the distance from other textual embeddings within the batch.
We employ a symmetric InfoNCE loss [8, 11], as follows:
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in which ¢(+, -) denotes the cosine similarity, B is the batch
size, and T is a temperature.

Refined batch sampling strategy for hard negatives. To
further enhance the efficacy of updating the text encoder,
we devise a simple yet effective batch sampling strategy
that incorporates pairs of (7., T¢) and (7}, T;-) within the
same batch. For example, as presented in Fig. 2, a pair such
as (T 4.: “A dog catching a frisbee + change dog to cat”,
T;: “A cat catching a frisbee™) is sampled along with its
corresponding reference pair (7;.: “A dog catching a frisbee”,
T.: “A dog catching a frisbee”) in the same batch. This setup
ensures that the concatenated text 7. . and its corresponding
reference text 7). implicitly act as hard negatives for each
other, as their semantics are much more similar (7). is
derived from 7.) than those of other randomly sampled texts
in the batch. Explicitly distinguishing the embedding of T} .
from that of 7). conceptually aligns well with CIR task, as
it encourages the model to better capture modifications (in
T.). Moreover, we believe including (7;.,7T,.) pairs in the
contrastive learning helps the learnable text encoder 14"
remain closely aligned with the pre-trained encoder /7.

Refined concatenation of reference and conditioning texts.
As we use “a photo of [$] that [T,.]” for inference, a naive con-
catenation strategy also can suffer from training-inference
task discrepancy. To tackle this issue, instead of simply con-
catenating the 7). and T, we use the prompt “a photo of [$]
that [T,.]” for updating the text encoder, where [$] is obtained
by the reference caption 7, with the projection module ¢.
Instead of obtaining a pseudo-word token with latent image
embedding v, we utilize a textual latent embedding from
the reference caption 7T, i.e., ¢(t,). However, Gu et al. [17]
showed that naively replacing the image encoder with the
text encoder for the input of ¢ will suffer from the modality
gap [25], a phenomenon where text and image embeddings
have a gap between them. We tackle this issue by injecting
random noise into the textual token representation before it
is processed by ¢, following Gu et al. [17]. More analyses



on variations of noise are in App. B.7.

Fig. 2 illustrates the overview of RTD. We use CLIP
backbone and pre-trained projection module ¢ produced
by the existing projection-based CIR methods. The text en-
coder is trained using the proposed loss function (Eq. (1))
while applying the refined batch sampling and concatena-
tion scheme. During inference, the procedure mirrors that
of existing projection-based CIR methods, except we utilize
the updated text encoder 14" instead of the frozen one .
Note that our method only updates the text encoder while
the image encoder and the projection module are frozen.
Remark 1: Low data acquisition cost. The text triplets we use
can be obtained at a significantly lower cost than CIR triplets.
First, the text triplet generation process requires only an eas-
ily obtainable caption dataset for generation, whereas other
approaches that generate CIR triplets [22, 45, 48] necessitate
image or video datasets along with an additional collection
phase for semantically similar images or videos. Second, text
triplet generation can avoid resource-intensive text-to-image
generation [5, 16], making it 15X faster than the CIR triplet
generation process used in CompoDiff [16]. Furthermore,
if we choose the rule-based text triplet generation strategy,
the process becomes 570x faster than the full CIR triplet
generation with images; 1M text triplets generation takes just
0.1 hours. Lastly, the storage for the generated text triplets
takes up only 100MB, whereas storing a similar quantity of
images requires significantly more space (e.g., 400GB for
CC3M [39]). More details can be found in App. C.

Table 1. Training and inference time comparisons. Purple de-
notes the additional resource required for RTD. Inference time is
measured on a single A100 GPU for a single image. Note that the
training hours for SEARLE, LinCIR for 8 A100 GPUs [17] and
their RTD variants are trained on 4 A100 GPUs. CompoDiff is
trained on 128 A100 and MagicLens is trained on 128 TPUs.

Method CLIP Backbone Training (h) Inference (s)
SEARLE L/14 4.2h 0.02s
SEARLE (+ RTD) L/14 4.58h (+0.38h) 0.02s
LinCIR L/14 0.5h 0.02s
LinCIR (+ RTD) L/14 0.88h (+0.38h) 0.02s
LinCIR G/14 0.8h 0.05s
LinCIR (+ RTD) G/14 3.3h (+2.5h) 0.05s
CompoDiff L/14 231h 0.12s
MagicLens L/14 6h unknown
CIReVL L/14 - 3.02s

Remark 2: Training and inference efficiency. As reported in
Tab. 1, the additional training cost of RTD is small—0.38
hours for ViT-L/14 on 4 A100 GPUs. In contrast, CompoDiff
and MagicLens require 231 hours on 128 A100 GPUs and 6
hours on 128 TPUs, respectively, making the cost of RTD
negligible. Even with a larger ViT-G/14 backbone, training
RTD takes only 2.5 hours on 4 A100 GPUs—still faster
than synthetic CIR triplet-based methods and even compara-
ble to SEARLE in ViT-L/14 (4.2h). This training efficiency
mainly stems from the advantage of text-only training. As

highlighted by Gu et al. [17], the training complexity for the
text encoder is remarkably lower than that for the visual en-
coder due to the relatively short token lengths of texts (=12)
compared to images (256). The average inference time of the
CLIP ViT-L/14 image encoder is x 3.5 times slower than
that of the text encoder. Another source of efficiency is that
RTD requires relatively few iterations (approximately 2000),
as the text encoders are already pre-trained and only require
minor adjustments to learn the relationships between text
triplets. Moreover, in App. B.4, we present a more efficient
implementation by selectively updating only a few layers
of the text encoder. Along with efficient training, RTD re-
tains the fast inference speed of the original projection-based
methods, remaining 150 faster than training-free CIReVL.

4. Experiments

4.1. Experimental setup

Implementation details. We use the AdamW optimizer [29]
with a weight decay of 0.01. The learning rate is set to 1075,
with a batch size of 512. We select the text encoder model
with the best zero-shot CIRR [28] dev R@1 score for evalu-
ating RTD. We mainly use the visual and textual encoders of
the CLIP ViT-L/14 [34] as our backbone. Unless otherwise
noted, we use LLM-based 2.5M text triplets provided by
CompoDiff [16] for the training. We set the 7 as 0.07 in
Eq. (1) and scale the standard deviation of Gaussian distribu-
tion as 0.5 for the noise injection. More results on various
noise distributions can be found in the App. B.7. All experi-
ments were conducted using four NVIDIA A100 GPUs with
Python 3.8 and Pytorch [32].

Evaluation datasets and metrics. We compare projection-
based CIR methods on five benchmark datasets: CIRR [28],
CIRCO [4], FashionIQ [46] (FIQ), COCO object composi-
tion [36], and GeneCIS [44]. Details of each dataset are in
the App. A.1. For CIRR, FIQ, COCO, and GeneCIS, we
have reported their recall scores at the top K retrieval re-
sults (R@K). Since the CIRCO dataset includes multiple
positive images for each query, we use a ranking-based met-
ric—mean Average Precision scores at the top K results
(mAP@K) [10, 30]. For the main results, we compare the
results on the FIQ validation split, as well as the test sets
of CIRR and CIRCO. For the ablation studies and analy-
ses, the validation splits of these three datasets are utilized.
GeneCIS and COCO object composition results and their
detailed explanations can be found in the App. B.1.
Baselines. We evaluate the effect of our method when com-
bined with publicly available projection-based ZS-CIR meth-
ods: Pic2Word [36], SEARLE [4], LinCIR [17], Context-
12W [42], and FTI4CIR [26]. All these methods share the
similar core concept shown in Fig. 1, but use different train-
ing schemes. Pic2Word[36] optimizes contrastive loss be-
tween the image embedding and its projected text embed-



Table 2. Comparison with other baselines. Note that this comparison is not entirely fair due to differences in backbone models and training
data. Purple denotes the performance gain from our method, while red and blue highlight the best and second-best scores, respectively.

Method | Backbone CIRR CIRCO FashionIQ
| R@1 R@5 R@10 mAP@5 mAP@10 mAP@25 R@10 R@50
Pic2Word [36] CLIP ViT-L/14 24.2 51.5 64.1 8.3 9.1 10.1 25.3 44.9
+RTD 27.9 (+3.6) 56.2(+4.8) 68.5(+4.4) 9.1(+0.9) 9.6(+0.5) 10.7(+0.6) 27.6(+2.3) 489 (+4.0)
SEARLE [4] CLIP ViT-L/14 24.9 52.3 65.7 11.6 12.7 14.3 25.0 45.3
+RTD 26.6 (+1.7) 56.2(+3.9) 69.0(+3.3) 16.5(+4.9) 17.9(+5.2) 19.8(+5.4) 29.3(+4.4) 50.7 (+5.4)
Context-12W [42] CLIP ViT-L/14 25.6 55.4 68.6 - - - 27.9 49.1
+RTD 29.2 (+4.6) 58.4(+3.0) 70.5(+1.9) = = = 28.1 (+0.2) 49.5 (+0.4)
FTI4CIR [26] CLIP ViT-L/14 25.9 55.6 67.7 15.1 16.3 18.1 294 50.9
+RTD 29.1(4+3.2) 58.8(+3.2) 70.4(+2.7) 16.2(+1.1) 17.4(+1.1) 194 (+1.3) 30.6(+1.2) 51.7(+0.8)
LinCIR [17] CLIP ViT-L/14 23.8 52.9 66.5 13.0 14.1 15.8 27.4 47.7
+RTD 26.6 (+2.9) 56.2(+3.3) 69.0(+2.5) 17.1(+4.1) 18.1(+4.0) 20.1(+4.3) 30.2(+2.8) 51.1(+3.4)
LinCIR [17] FSC-CLIP [31] ViT-L/14 33.6 63.1 74.5 14.2 15.4 17.0 28.3 49.5
+RTD 35.9(+2.3) 67.5(+4.4) 781(+3.6) 183 (+4.1) 19.7(+4.3) 21.3(+4.3) 31.2(+2.9) 52.3(+2.8)
KEDs [41] CLIP ViT-L/14 264 54.8 67.2 - - - 26.8 479
CIReVL [20] CLIP ViT-L/14 24.5 52.3 64.9 18.6 19.0 20.9 28.6 48.6
LDRE [47] CLIP ViT-L/14 26.5 55.6 67.5 23.4 24.0 26.4 28.5 50.5
MT-CIR [7] CLIP ViT-L/14 25.5 54.6 67.6 10.4 11.6 13.0 35.4 57.4
MagicLens [48] CLIP ViT-L/14 30.1 61.7 744 29.6 30.8 334 30.7 525
Compodiff [16] CLIP ViT-L/14 26.7 55.0 72.6 12.6 13.4 15.8 36.0 48.6
CoVR [45] BLIP ViT-L/14 39.3 68.2 78.9 - - - 27.7 44.6
CASE [22] BLIP ViT-L/14 354 65.8 78.5 - - - - -
LinCIR [17] CLIP ViT-G/14 34.9 64.5 76.1 20.6 21.9 24.1 44.5 65.5
+RTD 36.3(+1.4) 67.5(+3.0) 783(+2.2) 21.1(+0.5) 223(+0.4) 245(4+0.4) 46.2(+1.7) 67.3(+1.8)
Compodiff [20] CLIP ViT-G/14 347 64.3 75.1 153 17.7 19.4 39.0 51.7
CIReVL [20] CLIP ViT-G/14 26.7 55.1 74.5 26.8 27.6 30.0 322 524
LDRE [47] CLIP ViT-G/14 36.2 66.4 773 31.1 322 35.0 32.5 55.4

ding of “a photo of [$]” to obtain the projection module
¢. Similarly, SEARLE [4] employs a two-stage approach,
starting with an optimization-based textual inversion phase
followed by a distillation phase for the projection module
¢. LinCIR [17] introduces a language-only self-supervised
task involving keyword token replacement by letting the
original text embedding and the replaced text embedding
whose keyword tokens are changed to the projected original
text embedding by ¢. Context-I2ZW [42] refine the projec-
tion module by selecting relevant visual information [42].
Lastly, FTT4CIR [26] separately maps images into subject-
and attribute-oriented pseudo-word tokens [26]. Details on
how RTD is combined with them can be found in App. A.3.

We train these methods with the CLIP ViT-L/14 in our
main experiments. To further verify the compatibility of
RTD, we also report results for the ViT-B/32 backbone
with SEARLE, Pic2Word, and LinCIR. Moreover, we con-
duct experiments with a larger backbone (ViT-G/14) and a
fine-tuned CLIP model for enhanced compositionality (FSC-
CLIP [31]) for LinCIR, enabled by its fast training capability.
We use the publicly available pre-trained model for SEARLE
(ViT-B/32, ViT-L/14), Pic2Word (ViT-L/14), Context-12W
(ViT-L/14), and FTI4CIR (ViT-L/14). Otherwise, we repro-
duce the results using the official implementation. When
reproducing, we adhere to the same settings in the original
papers. For example, we select the final last epoch model
for the Pic2Word ViT-B/32 model and choose the model
based on the best zero-shot CIRR dev R@1 score for Lin-
CIR. We additionally compare our method with a diverse
set of CIR approaches, including another projection-based

ZS-CIR method (KEDs [41]), another attempt to address
task discrepancy (MT-CIR [7]), approaches leveraging syn-
thetically generated CIR triplets (CoVR [45], CASE [22],
MagicLens [48] and Compodiff [16]), and the training-free
methods (CIReVL [20], LDRE [47]).

4.2. Main results

Tab. 2 shows the overview of comparison results with state-
of-the-art CIR methods. First, we assess the impact of inte-
grating RTD with existing projection-based CIR methods
(SEARLE, Pic2Word, LinCIR, Context-I2W, and FTI4CIR)
across CIRR, CIRCO, and FashionlQ. RTD consistently
boosts performance, yielding an average improvement of
over 2.78 points. This trend also holds for the GeneCIS and
COCO object composition datasets, as detailed in App. B.1.

Second, we compare the integration of RTD with those
leveraging synthetically generated CIR triplets (CoVR,
CASE, MagicLens, and Compodiff). We focus on this com-
parison to ensure fairness, as leveraging text triplets and
updating the textual backbone of RTD may not be fully
aligned with the standard projection-based CIR setting. We
observe that RTD delivers competitive or superior perfor-
mance compared to these resource-intensive synthetic CIR
triplet-based methods, while being significantly more effi-
cient—over 10-100x faster, as noted in Remark-2 of Sec. 3.
For example, with the same CLIP ViT-L/14 backbone, Lin-
CIR + RTD outperforms MagicLens and CoVR in FashionIQ
R@10 and R@50 while FTI4CIR + RTD or Context-I2ZW
+ RTD achieve performance on par with or exceeding that
of MagicLens, MT-CIR, and Compodiff in CIRR metrics.



When combined with larger (ViT-G/14) or fine-tuned (FSC-
CLIP) backbones, RTD achieves the best or second-best
result on the CIRR and FashionIQ benchmarks. We believe
this flexibility of using different backbones underscores the
advantage of efficient text-only training of RTD, inherited
by LinCIR [17]. We reemphasize that even with a larger
backbone like ViT-G/14, RTD remains significantly faster
in training than existing synthetic triplet-based methods, as
highlighted in Tab. 1.

Lastly, across both backbones (ViT-L/14, G/14), LinCIR
+ RTD mostly outperforms training-free CIReVL and LDRE,
except on CIRCO metrics. As shown in Tab. 1, CIReVL is
significantly slower (150x) than projection-based methods
(including RTD), while LDRE incurs even greater inference
time due to its ensemble-based strategy.
Table 3. Ablation study. Unlike in Tab. 2, for ablation studies
and analyses, validation splits of three CIR datasets are used for
evaluation. We measure the impact of TCL loss (Eq. (1)), refined
batch sampling (RB), and refined concatenation scheme (RC). All
models are based on LinCIR ViT-L/14. The first row denotes the
vanilla LinCIR without RTD. “Avg” denotes the average of all
reported metrics. Bold indicates the best result.

TCL CIRR (R) | CIRCO (mAP)| FIQ (R)
Text  Anc <> "¢l @s @10|@l0 @5 |el0 @so| M

- - X X |543 678|127 145 [274 477374
(I,,T,) v X X |560 697|134 152 |282 4838|385
(T4, 7)) ¥ X X |582 715|144 160 |269 479392
(T 7)) v v X |582 713|150 167 |274 493396
(Tr1e, 7)) X v X [543 670|122 136 [250 453363
(TyeT)) v v v |579 711[161 178 |30.2 51.1[40.7

4.3. Ablation studies

Tab. 3 presents the effectiveness of the proposed components:
target-anchored text contrastive loss (TCL), refined batch
sampling (RB), and refined concatenation scheme (RC). All
evaluation results are on the validation splits. All model vari-
ants use ViT-L/14 and a projection module ¢ from LinCIR,
making the results in row 1 indicative of the original per-
formance of LinCIR. We first compare the impact of the
text pairs fed into TCL loss. We compare our design choice
(Ty4c, Ty) (from the generated text triplets) with (7., T;.),
which is the sole option for constructing a pair given a single
conventional caption T'.. The results demonstrate that, on
average, using generated triplets (3rd row) is more effective
than using original conventional text pairs (2nd row), par-
ticularly in the CIRR and CIRCO datasets. In addition, RB
(4th row) and RC (6th row) significantly enhance the overall
performance, demonstrating the effectiveness of these com-
ponents. Finally, we measure the impact of using the frozen
text encoder for target caption 73, denoted as “Anchor” in
the table. Significant performance degradation is observed
when the learnable text encoder is used for extracting the
embedding of the target caption 7} (S5th row) compared to the
target-anchored case (4th row), supporting the importance
of the anchoring design choice.

Table 4. T2I retrieval performance of different text encoders on
CIRCO val set. “Update (pair)” refers to the setting in the second
row of Tab. 3, which uses contrastive learning with the pair (77, T+.).
Bold indicates the best result, excluding the first row (oracle case).

Query Text encoder mAP@5 mAP@10 mAP@25

T; Frozen 18.96 19.31 21.05
Trte Frozen 10.12 10.71 12.34
T+ Update (pair) 10.52 11.15 12.72
Trte RTD 15.12 15.80 17.77

4.4. Anaylses on our core motivation

We conduct experiments to validate our core motivation
(reducing task discrepancy) and verify that the observed
gains stem from it. Other details follow Sec. 4.3.
Can RTD really reduce the task discrepancy of the text
encoder? We first quantitatively verify whether RTD indeed
reduces the task discrepancy. We first conduct a controlled
experiment that measures the text-to-image (T2I) retrieval
performance of the text encoder with conditional texts. We
retrieve the target images I; with the concatenated text query
T, 4. or the ideal target caption T}. If our text encoder suc-
cessfully handles the discrepancy due to the concatenated
caption, the text encoder updated by RTD will perform better
than the frozen one or “Update (pair)”, which is updated by
contrastive learning with the (7., T).) pair (corresponding to
row 2 of Tab. 3). We use the CLIP ViT-L/14 and CIRCO [4]
validation dataset for evaluation. Since the CIRCO dataset
only has CIR triplets (I, T, I;), we use the BLIP [23] cap-
tioner to generate 7, and 7} corresponding to the I, and
I, respectively. Here, the simple concatenation scheme is
applied for the text query 7). . in all cases for a fair compar-
ison. Tab. 4 shows that when the text encoder is either frozen
or updated with (7., T,.), the retrieval results using the con-
catenated caption 7., . are significantly worse than those
using the target caption T;. It supports the claim that the
frozen text encoder suffers from the negative effects of task
discrepancy between the pretext and CIR tasks. Moreover, it
suggests that simply updating the text encoder with (7;.,T;.)
pair fails to reduce this discrepancy. In contrast, the text
encoder updated by RTD shows a significant improvement
over the frozen text encoder or one updated with (7., T;.),
showing that it successfully reduces the task discrepancy.
We additionally measure the average cosine similarity
between the composed textual features with the prompt “a
photo of ¢ (¢ (1)) that T,.” (Fig. 1a) and the target image
features (Fig. 1c). The similarity is measured by the LinCIR
ViT-L/14 model on the CIRCO validation split. When we
use the frozen CLIP text encoder (i/7), the average similar-
ity is 0.1. By changing the text encoder to our updated text
encoder (117, the similarity becomes 0.29 (+0.19). This re-
sult shows again that RTD successfully aligns the composed
query features using ¢ to the frozen CLIP image features.
Is all the gain of RTD from naive text-encoder updating?
To verify that our improvements cannot be achieved solely



by updating the text encoder backbone without considering
the task discrepancy, we additionally measure the results
of previous methods (Pic2Word and LinCIR) when naively
updating the text encoders. Namely, after training ¢ while
keeping all other networks frozen as in previous methods, we
additionally update the text encoder using the original loss
function, while fixing other modules including ¢. We denote
this update rule as “naive” in the Tab. 5. Unlike RTD, we
observe that just naively updating the text encoder (“naive”
significantly degrades the performance of the baseline. The
results indicate that merely updating the text backbone is
not beneficial for CIR; instead, mitigating task discrepancy
through RTD is necessary.

Table 5. Impact of the update scheme. Two update schemes are
compared: (1) using the original objective from baseline (“naive”)
and (2) using RTD. For a fair comparison, in both schemes, ¢ is
updated first and ¢ is updated top on the frozen modules. Other
details are the same as Tab. 3.

CIRR (R) | CIRCO (mAP) | FIQ (R)
@5 @10 | @10 @25 | @10 @50

Pic2Word | 514 644 | 8.8 10.1 253 449 | 322
+naive | 192 275 | 1.3 1.6 44 112 | 109
+RTD 56.6 69.8 | 8.8 9.8 27.6 489 | 369

LinCIR | 543 67.8 | 12.7 14.5 274  47.7 | 36.9
+naive | 52.7 66.8 | 114 13.0 263 459 | 355
+RTD 579 711 | 16.1 17.8 30.2 511 | 40.7

Avg

Next, instead of using the original objective from base-
lines, we update the text encoder with conventional con-
trastive learning using the pair (7., T;.), which corresponds
exactly to row 2 in Tab. 3 and row 3 in Tab. 4. This setup can
also serve as a proxy for the standalone impact of breaking
the alignment of pre-trained knowledge, as noted in [3]. As
demonstrated in Sec. 4.3, the large gap (more than 2 points)
between EPC (last row in Tab. 3) and this proxy (row 2 in
Tab. 3) again shows that our gain cannot be attributed to this
simple alternative (naive text encoder tuning).

Il Pic2Word N SEARLE LinCIR Wl +RTD

45.0
+4.6 +3.4

+2.8

3501 +10.3

20.0

ViT-B/32 ViT-1/14 ViT-B/32 ViT-L/14

VIT-U/14  ViT-B/32
Figure 3. Impact of sizes of backbone. The results of RTD com-
bined with Pic2Word [36], SEARLE [4], and LinCIR [17] across
different CLIP backbones (ViT-B/32 and ViT-L/14) are shown.
Here, the score is the same metric in “Avg” in Tab. 3 and other

details are the same as Tab. 3. Full results are in the App. B.2.

4.5. Compatibility across backbone sizes

In the Fig. 3, we observe that the integration of our approach
with projection-based CIR methods significantly improves
the performance across pioneering projection-based ZS-CIR
methods (SEARLE, Pic2Word, and LinCIR) and all back-
bones (ViT-B/32 and ViT-L/14). For example, regardless
of the choice of projection module ¢ and backbones, the
minimum performance gain for average scores is greater
than 2.8 points. The performance of RTD using the larger
backbone (ViT-G/14) can be found in Tab. 2. Details and the
full results are provided in the App. B.3. We also provide
additional qualitative retrieval results in the App. D.

Table 6. The effectiveness of different types of text triplets for
RTD. “In-context” denotes an efficient implementation using in-
context learning with LLaMA3-8B, without fine-tuning. Details
and examples of each text triplet dataset are summarized in Tab. 7
and Tab. 8, respectively. Other details are the same as Tab. 3.

CIRR (R) [CIRCO (mAP)| FIQ (R)

Source  LIM| o5 @10|@10 @25 |@10 @50

Avg

LinCIR - - |543 67.8[12.7 145 |27.4 477| 374
Rule-based X 567 703]150 17.0 |30.4 51.9]40.2 (+2.9)
IP2P [5] v |587 71.6]159 180 [29.6 50.7|40.7 (+3.3)
+RTD | Compodiff [16] ¢ |57.9 71.1|16.1  17.8 |30.2 51.1|40.7 (+3.3)
In-context v 593 718|158 17.5 |29.7 514|409 (+3.5)
CoVR[45] v [59.8 726|154 170 [29.6 50.8 |41.9 (+4.5)
CASE[22] v [563 69.3|11.1 127 [26.6 47.8|37.7(+0.3)

4.6. Impact of the text triplet generation strategies

As explained in Sec. 3.1, we evaluate RTD using both 1)
publicly available LLM-based text triplets (from IP2P, Com-
podiff, CoVR, and CASE) along with efficient in-context
learning-based text triplets, and 2) LLM-free, rule-based
triplets. Tab. 6 shows that RTD consistently improves CIR
performance across them (+3.3 for IP2P, +3.3 for Compodiff,
+3.5 for in-context learning, +4.5 for CoVR, and +0.31 for
CASE, and rule-based triplets achieve 2.9, respectively). We
believe this result shows the reproducibility and consistency
of RTD, with the rule-based triplets performing comparably
to LLM-generated ones, indicating that efficient rule-based
triplets are sufficient to achieve strong CIR performance. The
marginal improvement in CASE is largely due to the poor
quality of text triplets resulting from its construction pipeline
that prioritizes CIR triplet quality over text triplet quality, as
shown in Tab. 7. Further details can be found in App. A.2,
and additional analyses, including data scales related to text
triplets, are provided in App. B.5.

5. Conclusion

We presented RTD, a novel post-processing approach that
can be easily integrated into existing projection-based CIR
methods, aimed at reducing task discrepancy of text encoders.
Empirical evaluations demonstrate that RTD significantly
boosts the performance of existing projection-based CIR
methods across diverse datasets and model backbones, com-
peting with or outperforming other resource-intensive CIR
methods with much greater efficiency.
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An Efficient Post-hoc Framework for Reducing Task Discrepancy of
Text Encoders for Composed Image Retrieval

Supplementary Material

A. Additional Implementation Details
A.1. CIR Datasets

FashionlQ [46] is a dataset that contains fashion-related images from three main categories: Shirts, Dresses, and Toptee. It has
a total of 30,134 triplets, which were created from 77,684 images. As the ground truth labels are not publicly available, we
utilize the results from the validation set for our analysis and comparison. CIRR [28] encompasses a wider range of domains
and contains images with more complex descriptions compared to FashionlQ. It contains 36,554 triplets extracted from 21,552
images, which are sourced from the well-known NLVR2 natural language inference dataset [40]. As pointed out in previous
works [4, 17, 36], CIRR and FashionlQ suffer from a significant number of false negatives, which can potentially lead to
inaccurate retrieval evaluations [4, 36]. To address this issue, CIRCO [4], based on COCO images [27], is recently introduced
by providing multiple positive images for each query. This approach enables a more reliable and robust mAP metric [10, 30],
which is essential for accurate evaluation of retrieval performance.

We additionally provide results on two more benchmark datasets, GeneCIS [44] and COCO Object Composition introduced
by [36], in App. B.1. GeneCIS [44] is also constructed based on COCO images and the Visual Attributes in the Wild dataset
[33]. GeneCIS introduces four task variations: (1) focus on an attribute, (2) change an attribute (3) focus on an object, and (4)
change an object. These tasks explore different aspects of image retrieval and manipulation. For the COCO Object Composition
task, we utilize 5000 images from the COCO validation dataset to evaluate object composition. Our objective is to retrieve an
image that contains an object specified by a query image, along with scenes or objects described using text. The composed
query is constructed by combining “a photo of [$], [0bj1], [0bj2] ... and [0bj,,]” where [0bj;] are text descriptions.

A.2. Details of text triplets

Here, we describe the details of the LLM-based and rule-based text triplet generation process. As shown in Figs. 4 and 5,
which showcases examples of both LLM-based and rule-based triplets, both approaches produce natural and coherent text
triplets. Note that none of the datasets used for generating text triplets overlap with the data used in the target CIR benchmarks,
with the exception of the CASE dataset [22]. The source of the CASE dataset is VQAZ2.0 [15], which is constructed from the
COCO dataset [27], potentially leading to overlap in cases involving COCO object composition [36].

[Detailed explanation on LLM-based triplets] As described in Sec. 3, besides Compodiff [16], we conduct experiments
using various publicly available text triplets: IP2P [5], COVR [45], and CASE [22]. Although the primary objective of these
approaches is to generate CIR triplets (1., T., I;), they also produce text triplets. Below, we provide detailed descriptions of
how text triplets are constructed in each approach (Note again that their final product is CIR triplets). There are two main ways
to generate text triplets using LLMs: 1) generating both conditional text 7. and target caption 7} given reference caption 7.
using fine-tuned LLM for this task, such as [P2P, Compodiff; and 2) generating only conditional text T} given pairs (7)., T})
from pre-existing captions by identifying with visually or text semantically similar such as CoVR [45], and CASE [22]. In
addition to these existing datasets, we implement an efficient in-context learning-based generation process. Examples and
summaries of each dataset can be found in Tab. 7 and Tab. 8.

IP2P employs GPT-3 for text triplets generation and fine-tunes it with a human-curated small set of 700 text triplets.
Namely, given reference captions 7). sampled from LAION-Aesthetics V2 6.5+ dataset [37], the corresponding conditional
texts T, and corresponding target captions 7} are manually written by humans. After fine-tuning on this small set of text
triplets, the model generates 454k text triplets: reference captions 7. from the LAION-Aesthetics V2 6.5+ dataset [37] are
provided as input to the fine-tuned LLM, whose output predicts the corresponding conditioning text 7, and the target caption
T;. Note that the LAION-Aesthetics dataset is not related to the original source datasets (FashionIQ, NLVR2, and MS-COCO)
used in existing CIR benchmarks (FashionIQ, CIRR, and CIRCO), ensuring no overlap with the CIR benchmarks.

Compodiff enhances the scalability of the IP2P text triplet generation process by modifying the choice of LLM and
expanding the fine-tuning dataset. As described in [[16], Section 4], the OPT-6.7B model is utilized and fine-tuned with LoRA
on the above 454k text triplets of IP2P [5]. Then, similar to the IP2P approach, given reference captions from the LAION
dataset [38], fine-tuned LLM generates the corresponding conditioning texts and target captions.



COVR starts by identifying similar caption pairs from the WebVid2M dataset [ 1], which contains 2.5 million video-caption
pairs. These pairs serve as the reference captions (7;.) and target captions (73). Then, given these pairs (7}, T;), LLM generates
conditional captions that describe the differences between the paired captions. The LLaMA-7B model [43] is utilized for
this purpose and is fine-tuned on an expanded version of the above 700 manually annotated triplets used in IP2P (adding 15
annotations for more diverse cases).

CASE uses VQA2.0 dataset [ 15], which consists of (image, question, answer) triplets. Given (I, @), A) triplets, complemen-
tary triplets (1., @, A.) are manually selected based on visually similar image /. with three rules: 1) the premise assumed in
question @ holds for both I and I, 2) @ is logical for I, and 3) the answer A, for I, differs from A. Then, conditional text T
is generated by GPT-3, describing differences between image pairs (I, I..) without fine-tuning, leveraging in-context learning
with a few examples. Since the VQA2.0 dataset is derived from the COCO dataset, COCO captions that match VQA?2.0 images
are used to form text triplets.

As seen in Tab. 7, compared to other approaches, the quality of the relationships between T}, T, and 7} is not always
satisfactory, which results in minimal performance gain as shown in Tab. 6. Namely, unlike other CIR datasets that first create
high-quality text triplets before generating CIR triplets, CASE generates the conditioning text 7. using the reference image I,
and target image [;. The provided reference text 7,. and target text 7} are taken directly from the captions of reference image
I, and target image I; in the VQAZ2.0 dataset. Therefore, due to the poor descriptiveness of these captions and their lack of
consideration for the conditioning text 7, while T can effectively explain the visual differences between I, and I, it often
fails to capture the differences between 7, and 7} adequately.

Efficient in-context learning refers to our efficient implementation which uses a recent and powerful LLM, LLaMA3-8B
[14]. This approach performs in-context learning using reference captions 7, from the CC3M dataset [39], guided by a
custom-designed prompt with a few examples of textual modifications (e.g., replace, change, remove, ...). Specifically, given a
reference caption 7', the prompt instructs the model to generate a target caption 73, which is a complete sentence that slightly
differs from the corresponding reference caption. Then, the prompt guides the model to generate conditioning text that explains
the differences between 7, and T}, based on the above pre-defined textual modifications. Compared to Compodiff, which takes
3.8 hours to generate 1 million text triplets, this version requires only 1.5 hours. In Tab. 6, we verify that this more efficient
version achieves competitive performance compared to the other fine-tuned LLM approaches.

Table 7. Examples of text triplet datasets.

Text triplets Reference text 7, Conditioning text 7. Target text 7}
Rule-based “another wall at my home” “bedroom is added in place of wall” “another bedroom at my home”

IP2P [5] “watercolor of your pet!” “make it a huge grizzly bear” “watercolor of a huge grizzly bear!”
Compodiff [16] “Chinese landscape watercolor painting”  “make the landscape a cityscape” “chinese cityscape watercolor painting”
Efficient in-context learning ~ “young business woman on a bench” “add a laptop” “young business woman on a bench with a laptop”

CoVR [45] “Two little boys are running” “Have them dance” “Two little boys are dancing”
CASE [22] “A scone with an orange slice on a plate” “This food is not acidic” “a close up of a muffin on a plate on a table”

Table 8. Summaries of text triplet dataset.

Dataset Use LLM Model Fine-tuning strategy # of text triplets
Rule-based X X b 4 1.3M
IP2P [5] v GPT-3 Fine-tuned on 700 human-written text triplets 450K
Compodiff [16] 4 OPT-6.7B Fine-tuned on 450k IP2P text triplets 2.5M
Efficient in-context learning 4 LLaMA3-8B In-context learning 1M
CoVR [45] 4 LLaMA-7B  Fine-tuned on 700 human-written text triplets 700K
CASE [22] (4 GPT-3 In-context learning 350K

[Detailed explanation on rule-based triplets] To construct rule-based triplets, we mainly follow the process described
in [[16], Section 4.1]. Firstly, given reference captions, important keywords like nouns are extracted with a part-of-speech
(POS) tagger via the Spacy library. Then, the keyword is filtered by frequency filtering with hard thresholding to focus only
on frequently occurring keywords. Specifically, we only use keywords that appear more than 100. After applying keyword
frequency filtering, the remaining keyword list is used to create caption triplets (7., T.., T} ). To generate text triplets, a keyword
from the given 7, is selected, and alternative keywords are extracted based on text similarity scores ranging from 0.5 to 0.7,
using the SBERT all-MiniLM-L6-v2 [35]. The target caption 7} is then constructed by substituting the original keyword with



a similar alternative. The conditioning text 7. is generated using randomly selected pre-defined templates, as detailed in Tab. 9.
Here, most of the templates are similar to that of Compodiff [16]. We use captions from the CC3M dataset [39] as reference
captions T.. Note that CC3M is not related to the existing CIR benchmarks, which again ensures no overlap with the CIR
benchmarks.

Since the quality of the generated triplets with the above procedure may not be optimal, we employ an additional filtering
process. Compodiff [16] employs an additional filtering process that uses cosine similarities between generated images and
texts, calculated by CLIP encoders. However, as we do not have images for captions, we filter the inappropriate texts using
only textual information inspired by LinCIR [17]. Namely, we calculate the similarity between the CLIP text embedding of
T; and the CLIP text embedding of “a photo of [$]” where [$] is obtained by T} projected by ¢ from LinCIR (ViT-L/14).
Following LinCIR noise (Unif(0, 1) x N(0, 1)) is injected before passing through ¢. After calculating the above similarity,
texts whose similarities are less than the threshold (0.75) are removed. The same process is also applied to the reference
caption 7;. and the intersection of filtering processes for 7} and 7. is used for the final dataset whose size becomes 1.3M. As
described in App. B.6, we verify that this filtering process is effective. However, this does not imply that the effectiveness of
rule-based text triplets is solely dependent on the use of a projection module in the filtering process; even without filtering, the
enhancement from RTD remains significant.

{
"source_caption": "what do you do with automobile model for $60 k",
"target_caption": "what do you do with model for $60 k",
"relative_caption": "without automobile"

h

{
"source_caption": "a collage of my latest artwork includes oil pastel and acrylic paintings",
"target_caption'": "a collage of my latest artwork includes water pastel and acrylic paintings",
"relative_caption": "alter oil to match water"

i

{
"source_caption'": "baseball player hits a home run against sports team",
"target_caption": "baseball customer hits a home run against sports team",
"relative_caption": "player is removed and customer takes its place"

h

{
"source_caption": "another wall at my home",
“"target_caption": "another bedroom at my home",
"relative_caption": "bedroom is added in place of wall"

h

{
"source_caption": "tennis player faces a tough schedule if she is to advance",
"target_caption'": "tennis player faces a tough routine if she is to advance",
"relative_caption": "change schedule to routine"

h

Figure 4. Example of rule-based triplet datasets



"source_caption": "Christopher Nolan got advice from Steven Spielberg before making",
"target_caption": "Steven Spielberg got advice from Walter Mitty before making",
"relative_caption": "get advice from Walter Mitty"

"source_caption": "by Koh Chip Whye - Black & White Buildings & Architecture",
"target_caption": "by Koh Chip Whye - Colorful Buildings & Architecture",
"relative_caption": "make the buildings more colorful"

"source_caption": "The Most Hyperrealistic Images Of Beautiful Bathing Women With Their Heads Underwater",
"target_caption": "The Most Hyperrealistic Images Of Beautiful Bathing Women With Their Heads Underwater and Octopus Arms",

"relative_caption": '"make the women have octopus arms"
B
"source_caption": "Mountains above clouds - p312m1472749 by Mikael Svensson",
"target_caption": "Mountains on Mars - p312m1472749 by Mikael Svensson",
"relative_caption": "Put the mountains on Mars"
B
"source_caption": "Le bouquiniste Paris -60x60",
"target_caption": "The New York City book store -60x60",
"relative_caption": "Instead of Paris, make it New York."
b
Figure 5. Example of LLM-based triplet datasets
Table 9. The full 50 keyword converting templates
“replace $ {source} with ${target}” ”substitute ${target} for ${source}”
“apply $ {target}” ”${source} isremoved and $ {target} takes its place”
“convert $ { source} to ${target}” “modify ${source} to become ${target}”
“replace $ {source} with ${target}” “customize $ {source} to become ${target}”
“update ${source} to ${target}” ”change $ {source} tomatch ${target}”
“substitute $ {target} for $ {source}” ”${target} isintroduced after $ { source} is removed”
“alter ${source} to match ${target}” ”${target} is added in place of ${source}”
“upgrade $ {source} to ${target}” ”${target} is introduced as the new option after”
“amend $ {source} tofit ${target}” ”${source} isremoved and ${target} is added”
“opt for $ {target}” ”S${source} isremoved and ${target} is introduced”
”${source} is removed” ”${target} is added as a replacement for $ { source}”
“add ${target}” ”${target} is the new option available”
“ifitis ${target}” ”S${target} is added after $ { source} is removed”
”${target} is the updated option” ”${target} isintroduced after $ { source} is retired”
”${target} is the updated choice” “tweak $ {source} tobecome ${target}”
”${source} isreplaced with ${target}” “has no ${source}”
”change ${source} to ${target}” “alter $ {source} to ${target}”
”swap $ {source} for ${target}” “redesign ${source} as ${target}”
“turn $ {source} into ${target}” “adapt ${source} tofit ${target}”
”choose $ {target} instead of ${source}” ”${target} is the new choice”
”${target} is the new selection” “exchange $ {source} with ${target}”
“transform $ { source} into ${target}” ”show no $ {source}”
”no ${source}” “remove ${source}”
“delete $ {source}” “"nota ${source}”
”"withno $ {source}” “without $ { source}”




A.3. Details on integration with FTI4CIR [26] and Context-I12W [42].

FTI4CIR [26] enhances the fine-grained capability of the projection module ¢ by separately handling subjects and attributes
using distinct projection modules, ¢, and ¢,. To achieve this, they leverage BLIP-generated captions that explicitly separate
subject and attribute information in the text domain, formatted as “[primary subject(s)] + [detailed description].” Unlike the
subject module ¢, which focuses on global subject information, ¢, processes localized attribute details. FTI4CIR extracts
attribute features by adaptively aggregating patch features via an additional transformer. However, this approach requires an
extra forward pass of the transformer with full sequences of visual embeddings for ¢, rather than a single pooled embedding,
making it incompatible with our refined concatenation scheme (RC). Therefore, we do not use ¢, during the training of RTD
(of course, it is used in inference). Instead, we focus on training ¢, while incorporating attribute information in the text domain.
Specifically, we generate text triplets using BLIP-generated captions to separately capture subject and attribute information,
through “Efficient In-Context Learning” (see App. A.2). Then, we provide subject information to ¢, while directly using
attribute information in text format. For example, given text triplets: 7. : “a room with a chair and a table”, T, : “replace the
chair with a sofa”, T} : “a room with a sofa and a table”. our refined concatenation scheme (RC) ensures that only textual
subject information is input to ¢,. This extraction is feasible because BLIP-generated captions (from FTTI4CIR) already provide
subject and attribute separation.

Context-I12W [42] introduces a context-dependent projection module that selects relevant visual information. To achieve
this, Context-I2W employs a more complex projection mechanism that utilizes context captions such as “A [REPLACE] passes
the ball with his teammate during a training session”, which removes the first subject term. Then, these context captions and
full visual sequence embeddings from the visual encoder are fused in the Context-I2ZW projection module. Since it requires full
sequences of visual embeddings rather than a single pooled embedding, it can be incompatible with our refined concatenation
scheme (RC). In such cases, our method can still be applied simply by replacing the text encoder. Namely, instead of training
RTD with this projection module, we simply replace the text encoder with the one updated by RTD using the projection module
¢ from Pic2Word [36]. Namely, during inference, we use the projection module from Context-I2ZW alongside the RTD-updated
text encoder (which was trained with the projection module from Pic2Word). The strong performance of this variant suggests
that RTD does not need to be trained with each specific projection module, again highlighting its strong generalizability.

B. Additional experimental results

B.1. Results on GeneCIS [44] and COCO object composition

We observe that integrating our approach with projection-based CIR methods results in consistent yet marginal performance
improvements on GeneCIS, as shown in Tab. 10. The relatively smaller performance difference compared to other datasets can
be attributed to the discrepancy between the format of the conditioning text of GeneCIS and the projection-based CIR methods
training methodology. Namely, GeneCIS only uses the fixed four text instructions “change attribute”, “focus attribute”, “change
object” and “focus object”, which is different from the usual text instruction we expected (e.g., “change the dog to a cat™).
In the experiment on COCO object composition, we observe a significant performance improvement, similar to the results
obtained on other datasets in Tab. 11. This finding reaffirms that our approach, when combined with ZS-CIR methods,

consistently achieves strong performance, demonstrating its generalizability.

B.2. Results on different backbones (ViT-B/32, ViT-L/14)

Tab. 12 summarizes the evaluation results on the FashionlQ dataset. In the table, we observe that the incorporation of our
approach with projection-based CIR methods significantly improves the performance across all three existing projection-based
CIR methods (SEARLE, Pic2Word, and LinCIR) and all backbones (ViT-B/32 and ViT-L/14). For example, regardless of the
choice of projection-based CIR methods and backbones, the minimum performance gain for average R@ 10 and R@50 scores
is greater than 2 and 3.5 points, respectively. Tab. 13 shows a similar trend on the CIRR and CIRCO datasets. Notably, in
some metrics on the CIRR and CIRCO datasets, the performance improvements achieved through our method (ViT-B/32) even
exceed those obtained by employing a larger backbone (ViT-L/14), which demonstrates the effect of our method. Specifically,
in the CIRR R@1 score, SEARLE + RTD (26.29) and LinCIR + RTD (24.82) using ViT-B/32 surpasses the original results of
SEARLE (24.89) and LinCIR (23.76) using ViT-L/14.

B.3. Results on larger backbone (ViT-G/14)

As reported in Tab. 2, we evaluate the performance of RTD using the significantly larger backbone (OpenCLIP ViT-G/14 [18]).
As described in Sec. 4.3, we use the projection module ¢ from LinCIR [17]. Since the pre-trained projection module ¢ for



Table 10. GeneCIS results

Average
R@1 R@2 R@3
Pic2Word 11.13 21.08 31.05
+RTD  12.03 (+0.90) 21.61 (+0.53) 31.09 (+-0.04)
ViT.B SEARLE 12.19 22.56 32.03
+RTD 12.82 (+0.63) 22.97(+0.41) 32.44(4+0.41)
LinCIR 12.23 21.29 30.80
+RTD  12.83 (+0.60) 22.83(+1.54) 32.22 (+1.42)
Pic2Word 11.18 21.45 30.55
+RTD 11.92 (+0.74) 22.32(4+0.87) 31.33 (+0.78)
VIT.L SEARLE 12.30 22.08 31.29
+RTD  12.40 (+0.10) 22.82(+0.74) 32.37 (+1.08)
LinCIR 12.45 22.66 32.06
+RTD 13.18 (+0.73) 23.12(4+0.46) 32.77 (+0.71)
Table 11. COCO object composition results
COCO
R@1 R@5 R@10
Pic2Word  6.88 13.6 17.52
+RTD  7.62(+0.74)  20.23 (+6.63) 28.69 (+11.17)
ViT.B SEARLE 9.52 21.45 29.38
+RTD 11.01 (+1.49) 24.34 (+2.89) 32.84 (+3.46)
LinCIR  7.15 18.38 27.3
+RTD  9.59(+2.44)  21.66 (+3.28) 30.66 (+3.36)
Pic2Word  10.26 23.67 32.53
+RTD  10.26 (+-0.00) 24.66 (+0.99) 33.56 (+1.03)
VITL SEARLE 12.07 26.13 35.17
+RTD 14.38 (+2.31) 29.74 (+3.61) 38.09 (+2.92)
LinCIR 11.37 24.53 33.85
+RTD 14.6 (+3.23) 29.84 (+5.31) 38.87 (+5.02)

LinCIR [17] (ViT-G/14) is not publicly available, we reproduce it and integrate RTD with it. We emphasize that similar to our
previous results, RTD again achieves remarkable gains across all datasets. Here, we set the learning rate as 1076,

B.4. More efficient variants

Tab. 16 presents the results of the more efficient implementations of our approach in terms of the number of updated parameters.
Specifically, instead of updating the entire set of parameters of the text encoder, we explore updating only a few layers of the
network when applying RTD, Our findings indicate that updating only the fully connected layers (denoted as “Whole FCs”)
nearly matches the performance of the full model while using less than half the number of learnable parameters (40.72 vs.
40.53 average scores). Additionally, we verify that updating only three fully connected layers, whose parameter size matches
the projection module ¢ and constitutes 11.5% of the full model, is also sufficiently effective. We test various three-layer
updating strategies: “First 3 FCs”: the first three layers (closest to the input), “middle 3 FCs”: the middle three layers, “Last
3 FCs”: the last three layers, and “Interleave 3 FCs”: an interleaved selection of three layers (first, middle, and last layers).
Among these, we verify that the “Interleave 3 FCs” shows the best result, maintaining competitive performance with the full



Table 12. FashionIQ validation results. The results of RTD combined with Pic2Word [36], SEARLE [4], and LinCIR [17] across different
CLIP backbones (ViT-B/32 and ViT-L/14) are shown.

Shirt Dress Toptee Average
R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50
Pic2Word 13.40 28.46 8.48 20.77 13.31 29.68 11.73 26.30
+RTD  23.06 (+9.66) 40.48 (+12.02) 20.33 (+11.85) 41.75 (+20.98) 24.12 (+10.81) 46.35 (+16.67) 22.5 (+10.77) 42.86 (+16.56)
VIT-B/32| SEARLE 24.78 41.85 17.90 36.99 25.24 46.71 22.64 41.85
+RTD  26.69 (+1.91) 44.31 (+2.46) 20.72 (+2.82) 43.13 (+6.14) 26.67 (+1.43) 48.75(+2.04) 24.7 (+2.06) 45.4 (+3.55)
LinCIR 18.55 34.64 15.67 33.86 20.19 40.08 18.14 36.20
+RTD  23.65 (+5.10) 42.74 (+8.10) 19.98 (+4.31) 41.75(+7.89) 24.73 (+4.54) 46.56 (+6.48) 22.79 (+4.65) 43.68 (+7.48)
Pic2Word 26.59 42.93 21.32 43.53 28.10 48.19 25.34 44.88
+RTD  27.97 (+1.38) 46.96 (+4.03) 23.50 (+2.18) 46.65 (+3.12) 31.31(+3.21) 53.09 (+4.90) 27.59 (+2.25) 48.90 (+4.02)
VIT-L/14| SEARLE 26.94 45.34 19.58 40.80 28.45 49.77 24.99 45.30
+RTD  32.63 (+5.69) 50.39 (+5.05) 23.2(+3.62) 47.25(+6.45) 32.18(+3.73) 54.56 (+4.79) 29.34 (+4.35) 50.73 (+5.43)
LinCIR 30.42 47.99 21.86 4477 29.98 50.38 27.42 47.71
+RTD  32.83 (+2.41) 50.44 (+2.45) 24.49 (+2.63) 4824 (+3.47) 33.4(+3.42) 54.56 (+4.18) 30.24 (+2.82) 51.08 (+3.37)
Table 13. CIRR and CIRCO test results. Details are the same as Tab. 12.
CIRR CIRCO
R@1 R@5 R@10 mAP@5 mAP@10 mAP@25 mAP@50
Pic2Word  13.64 37.45 52.22 2.85 3.24 3.89 4.31
+RTD  23.59 (+9.95) 51.76 (+14.31) 65.16 (+12.94) 6.39 (+3.54) 6.66 (+3.42) 7.64 (+3.75) 8.16 (+3.85)
ViT-B/32 | SEARLE 23.71 53.3 66.84 8.90 9.42 10.64 11.34
+RTD  26.29 (+2.58) 56.41 (+3.11)  69.74 (+2.90) 11.26 (+2.36) 12.11 (+2.69) 13.63(+2.99) 14.37 (+3.03)
LinCIR  18.87 45.66 58.43 6.25 6.74 7.62 8.10
+RTD  24.82(+5.95) 53.47 (+7.81) 66.87 (+8.44) 8.94(+2.69) 9.35(+2.61) 10.57(+2.95) 11.21(+3.11)
Pic2Word  24.22 51.49 64.05 8.27 9.10 10.09 10.75
+RTD  27.86 (+3.64) 56.24 (+4.75) 68.48 (+4.43) 9.13(+0.86) 9.63(+0.53) 10.68 (+0.59) 11.27 (+0.52)
ViT-L/14 | SEARLE 24.89 52.31 65.69 11.62 12.72 14.33 15.13
+RTD  26.63 (+1.74) 56.17 (+3.86)  68.96 (+3.27)  16.53 (+4.91) 17.89 (+5.17) 19.77 (+5.44) 20.68 (+5.55)
LinCIR  23.76 52.89 66.46 13.00 14.11 15.81 16.68
+RTD  26.63 (+2.87) 56.17 (+3.28)  68.96 (+2.50)  17.11 (+4.11) 18.11 (+4.00) 20.06 (+4.25) 21.01 (+4.33)
Table 14. FashionIQ results on larger OpenCLIP ViT-G/14 backbone [18].
Method Shirt Dress Toptee Average
etho R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50
LinCIR (reported in [17])  46.76 65.11 38.08 60.88 50.48 71.09 45.11 65.69
LinCIR (reproduced)  46.61 64.72 38.18 60.54 4926 70.83 14.68 65.36
+RTD 4720 (+0.59) 66.24 (+1.52) 39.86 (+1.68) 63.01 (+2.47) 51.56 (+2.30) 72.51 (+1.68) 4621 (+1.54) 67.26 (+1.90)
Table 15. CIRR and CIRCO results on larger OpenCLIP ViT-G/14 backbone [18].
VIL.G CIRR CIRCO
e R@1 R@5 R@10 mAP@5 mAP@10 mAP@25 mAP@50
LinCIR (reported in [17])  35.25 64.72 76.05 19.81 21.01 23.03 24.18
LinCIR (reproduced)  34.94 64.51 76.12 20.63 21.93 24.12 25.20

+RTD

36.31 (+1.37)

67.47 (+2.96)

78.31 (+2.19)

21.08 (+0.45)

22.29 (+0.36)

24.46 (+0.34)

25.44 (+0.24)

model (40.72 vs. 39.88 average scores). We believe these findings suggest a promising direction for enhancing the training
efficiency of our approach by selectively updating only specific layers of the text encoder.



Table 16. More efficient variants. “Learnable params (%)” denotes the percentage of learnable parameters relative to the entire set of
parameters in the text encoder.

CIRR CIRCO FashionlQ

Learnable Avg

Training variants params (%) R@5 R@10 mAP@10 mAP@25 R@10 R@50
Baseline(LinCIR) 0% 5429 67.76 12.67 14.45 2742 47771 37.38
+RTD (Full model) 100% 5790 71.13 16.10 17.84 30.24  51.08 40.72
+RTD (Whole FCs) 45.8% 57.76  71.35 15.03 16.90 30.31  51.81 40.53
+RTD (Front 3 FCs) 11.5% 55.65 69.83 13.95 15.81 28.69 4992 38.98
+RTD (Middle 3 FCs) 11.5% 56.69  70.03 14.66 16.58 28.55 49.84 39.39
+RTD (Last 3 FCs) 11.5% 56.84 69.74 14.81 16.70 29.16 50.43 39.61
+RTD (Interleave 3 FCs) 11.5% 57.21  70.65 15.20 17.13 2891 50.17 39.88

B.5. Effectiveness of RTD across dataset scales

We conduct experiments with various scales of training text triplets. For the small-scale text triplets, we sub-sampled text
triplets from LLM-based text triplets. Thus, the last row in the Tab. 17 denotes the original result (LLM-based RTD result). We
also measure the effectiveness of RTD using large-scale text triplets (up to SM) by combining publicly available text triplets
(IP2P, CoVR) with ours (LLM-based, rule-based). Here, validation splits of all three benchmark datasets are utilized and full
results will be included in the final version.

As shown in Tabs. 17 and 18, we confirm that small-scale text triplets are sufficient to achieve the effectiveness of RTD. We
believe the main reason for this is that, to reduce task discrepancy, only the relationship between the concatenated caption
(reference caption + conditioning caption, 7., .) and the target caption 73 needs to be learned. We believe this learning
task requires much less data compared to learning representations from scratch. Moreover, since the text encoder is already
pre-trained, the model does not need significant changes to learn this simple but crucial learning task for CIR.

Table 17. Results across different scales of LLM-based text triplets. In each row, text triplets are sub-sampled from 2.5M original
LLM-based text triplets provided by Compodiff [16]

# of triplets | CIRR R@5 | CIRCO mAP@10 | FashionlQ R@10 | Avg

IK 56.64 15.66 29.89 34.06

S0K 57.40 15.95 30.77 34.71

100K 57.16 16.03 30.57 34.59

2.5M 57.90 16.10 30.24 34.75

Table 18. Results of larger-sized text triplets
IP2P | CoVR | Compodiff | Template-based | CIRR R@5 | CIRCO mAP@10 | FashionlQ R@10 | Avg | # of triplets

4 58.65 15.94 29.62 34.74 450k
v 59.82 15.35 29.58 34.92 700k
v 57.90 16.10 30.24 34.75 2.5M
v 56.71 15.01 30.37 34.03 1.3M
v v 59.32 16.10 30.81 3541 1.25M
4 4 v 59.08 16.15 30.97 35.40 3.75M
v %4 v v 58.65 16.54 31.22 35.47 5.05M




B.6. Ablations on filtering process

In rule-based text triplet generation, we highlight that the filtering process using the projection module from LinCIR is
marginally effective. As demonstrated in the Tab. 19, even without the filtering procedure, the enhancement of RTD from
LinCIR remains considerable. This result demonstrates that the effectiveness of our rule-based text triplets is not solely
dependent on the use of the projection module from LinCIR in the filtering process.

Table 19. Ablations on filtering process

Type LinCIR-based filtering | CIRR R@5 | CIRCO mAP@10 | FashionlQ R@10 | Avg
LinCIR - 54.29 12.67 27.42 31.46
+RTD (rule-based) X 55.49 14.75 30.24 33.49
+RTD (rule-based) 4 56.71 15.01 30.37 34.03

B.7. Ablations on noise injection

We conduct an ablation study of the different noise types employed for the “refined concatenation scheme” shown in Fig. 2. We
compare three different noise types, uniform distribution, Gaussian distribution, and LinCIR-ish noise (Unif(0, 1) x A/(0, 1)).
We also examine the scale of LinCIR-ish noise from 0.1, 0.5, and 1. We report the test scores for CIRR and CIRCO, as well
as the FashionlQ validation scores for Pic2Word, SEARLE, and LinCIR in Tab. 20 and Tab. 21. In the tables, we observe
that all noise distributions show decent performance and LinCIR-like noises show slightly better performances than uniform
distribution and normal distribution. We also observe that the different scale choice for the LinCIR-like noise somewhat affects
the overall performances. In the main experiments, we chose 0.5 for the noise scale, following the observed performance
improvements.

C. Generating text triplets cost

Although generating text triplets is not our main contribution, for comprehensive understanding, we compare the generation
time of LLM-based and rule-based approaches. Even when using LLMs, constructing text triplets is significantly more
cost-effective than CIR triplets. Specifically, CIR triplets involve: 1) a subsequent, computationally intensive text-to-image
generation phase [5, 16], or 2) the availability of image or video datasets along with an additional collection phase for
semantically similar images or videos [22, 45]. In contrast, generating text triplets bypasses these resource-heavy steps. For
example, using 8 A100 GPUs, generating 1M text triplets takes 0.1 hours with the rule-based approach and 3.8 hours with the
LLM-based approach from Compodiff [16] (OPT-6.7B). As described in App. A.2, a more efficient text triplet generation
method using in-context learning with LLaMA3-8B reduces the generation time to 1.5 hours without the need for fine-tuning.

Therefore, while generating text triplets with LLMs incurs a higher cost compared to rule-based methods, it is still
significantly faster (15 times) than generating CIR triplets (as used in CompoDiff), which utilize the text generation step as a
preliminary phase for subsequent text-to-image generation. Thus, we believe LLM-based generation remains viable, but the
rule-based approach is more efficient.

D. Qualitative example on CIRCO

We qualitatively illustrate the results of incorporating RTD into LinCIR on the CIRCO dataset in Fig. 6. The visual examples
provide an intuitive demonstration of how the integration of RTD enhances the performance of LinCIR, effectively capturing
the semantic meaning of the modification descriptions while preserving the relevant visual information from the reference
image.

E. Discussion and Limitations

We have primarily focused on evaluating the integrability of RTD with representative projection-based CIR methods [4, 17, 36].
However, we have not yet explored or tested the extensibility of RTD to other CIR approaches that achieve strong performance,
such as those utilizing human-annotated CIR triplets (supervised) [3], synthetically generated CIR triplets [16, 22, 45], or
training-free methods [20]. Given the core motivation behind RTD, its adaptability to those CIR approaches that directly train
fusion modules or backbones using CIR triplets may be limited. However, considering the strong performance and practical
advantages—such as efficient training and inference—offered by projection-based CIR methods compared to other variants,
we believe that integrating RTD with them remains a valuable direction in the CIR domain.



Table 20. Noise type variation on CIRR/CIRCO dataset

CIRR CIRCO
Noise type Scale R@1 R@5 R@10 mAP@5 mAP@10 mAP@25 mAP@50
Pic2Word - - 13.64 37.45 5222 2.85 3.24 3.89 431
Unif(-1,1) 1 23.23 50.55 64.28 4.29 4.57 5.19 5.57
N(0,1) 1 21.18 47.78 61.47 4.09 4.26 4.83 5.17
+RTD N(0,1) x Unif(0,1) 0.1  23.52 51.13  64.53 5.13 5.46 6.17 6.62
N(0,1) x Unif(0,1) 0.5 23.01 51.18 64.84 4.29 4.57 5.19 5.57
N(0,1) x Unif(0,1) 1 2359 51.76  65.16 6.39 6.66 7.64 8.16
SEARLE - - 23.71 533 66.84 8.9 9.42 10.64 11.34
Unif(-1,1) 1 26.07 5598 69.18 10.87 11.55 12.97 13.65
N(0,1) 1 2641 56.68 69.47 10.91 11.53 12.88 13.6
ViT-B/32  +RTD N(0,1) x Unif(0,1) 0.1  26.02 5547 68.15 10.43 11.07 12.37 13.07
N(0,1) x Unif(0,1) 0.5 2629 5641 69.74 11.26 12.11 13.63 14.37
N(0,1) x Unif(0,1) 1 2643 56.58 69.76 11.42 12.04 13.38 14.1
LinCIR - - 18.87 45.66  58.43 6.25 6.74 7.62 8.1
Unif(-1,1) 1 2439 5277  66.39 6.81 7.27 8.28 8.84
N(0,1) 1 24.63 5352 66.63 7.6 7.97 8.92 9.49
+RTD N(0,1) x Unif(0,1) 0.1 2458 533 66.65 9.6 10.11 11.47 12.15
N(0,1) x Unif(0,1) 0.5 24.82 5347 66.87 8.94 9.35 10.57 11.21
N(0,1) x Unif(0,1) 1 254 5458  67.69 8.17 8.53 9.72 10.35
Pic2Word - - 2422 5149 64.05 8.27 9.1 10.09 10.75
Unif(-1,1) 1 28.24 5595 68.77 8.14 8.81 9.83 10.37
N(0,1) 1 27.06 5395 66.43 7.08 7.66 8.57 9.07
+RTD N(0,1) x Unif(0,1) 0.1 2824 5735 68.65 10.04 10.63 11.71 12.31
N(0,1) x Unif(0,1) 0.5 27.86 56.24 68.48 9.13 9.63 10.68 11.27
N(0,1) x Unif(0,1) 1 27.71 55.68 68.02 8.14 8.78 9.84 10.35
SEARLE - - 24.89 5231 65.69 11.62 12.72 14.33 15.13
Unif(-1,1) 1 2696 5699 69.52 15.82 16.78 18.54 19.39
N(0,1) 1 27.66 5754  69.57 15.24 15.93 17.65 18.44
ViT-L/14 +RTD N(0,1) x Unif(0,1) 0.1 2631 55.88 69.4 16.05 17.26 19.12 20.01
N(0,1) x Unif(0,1) 0.5 27.04 56.82 69.95 16.53 17.89 19.77 20.68
N(0,1) x Unif(0,1) 1 2793 5776  70.19 17.35 18.66 20.52 23.44
LinCIR - - 2376 52.89  66.46 13 14.11 15.81 16.68
Unif(-1,1) 1 26.58 5631 68.94 17.23 18.2 20.11 21.03
N(0,1) 1 26.75 55.64 68.48 16.45 17.57 19.37 20.3
+RTD N(0,1) x Unif(0,1) 0.1 26.7 56.22  69.08 17.24 18.27 20.24 21.19
N(0,1) x Unif(0,1) 0.5 26.63 56.17 68.96 17.11 18.11 20.06 21.01
N(0,1) x Unif(0,1) 1 2699  56.1 69.01 17.33 18.3 20.21 21.13

F. Societal Impacts

Although our paper demonstrates promising outcomes in the ZS-CIR task, further examination of the data and the model
is essential prior to practical deployment. Since our method focuses mainly on optimization for accuracy, unwanted social
implications can occur. For example, real-world images from databases and user-generated text may inadvertently cause
harmful cases.

G. Reproducibility Statement

We provide all necessary details for reproduction in the manuscript, including implementation details, metrics, datasets, and
baselines, as described in Sec. 4.1. Additionally, the training and evaluation dataset details are elaborated in Apps. A.1 and A.2.
The anonymized code for reproducing our results is provided in the supplementary material.
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Table 21. Noise type variation on FashionlQ dataset

Shirt Dress Toptee Average
Noise type Scale R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50
Pic2Word - - 13.4  28.46 848 20.77 1331 29.68 11.73 26.3
Unif(-1,1) 1 21.84 37.63 1849 39.61 23.0 4391 21.11 4038
N(0,1) 1 2036 3754 16.16 38.18 21.67 4248 19.4 394
+RTD N(0,1) x Unif(0,1) 0.1 22.23 3935 19.98 41.7 2381 4523 22.01 42.09
N(0,1) x Unif(0,1) 0.5 2453 4382 2033 4155 2601 48.75 23.62 447
N(0,1) x Unif(0,1) 1 23.06 4048 2033 4175 24.12 46.35 225  42.86
SEARLE - - 2478 4185 1790 3699 2524 46.71 2264 41.85
Unif(-1,1) 1 2375 4225 20.18 4036 25.14 4646  23.02 43.02
N(0,1) 1 24.14 4225 2023 40.16 24.17 4635 2285 4292
ViT-B/32  +RTD N(0,1) x Unif(0,1) 0.1 25.12 4485 2092 4140 2657 47.63 2420 44.62
N(0,1) x Unif(0,1) 0.5 26.69 4431 20.72 43.13  26.67 4875 2470 45.40
N(0,1) x Unif(0,1) 1 25.07 44.01 2043 41.00 26.11 47.12 23.87 44.04
LinCIR - - 18.55 34.64 15.67 3386 20.19 40.08 18.14 36.20
Unif(-1,1) 1 21.79 3935 18.89 40.21 23.66 4533 2145 41.63
N(0,1) 1 2237 38.67 1953  40.11 2371 4437 21.87 41.05
+RTD N(0,1) x Unif(0,1) 0.1 2395 4411 19.83 4199 26.62 47.58 2347 44.56
N(0,1) x Unif(0,1) 0.5 23.65 42774 1998 4175 2473 46.56 22779  43.68
N(0,1) x Unif(0,1) 1 22.82  41.12  19.78 41770 25.09 47.07 2256 43.29
Pic2Word - - 26.59 4293 21.32 4353 28.10 48.19 2534 44.88
Unif(-1,1) 1 27.87 4593 2390 46.80 3121 5222 27.66 48.32
N(0,1) 1 2694 4495 2345 4556 3034 5145 2691 4732
+RTD N(0,1) x Unif(0,1) 0.1 2826 47.64 2405 4720 3121 53770 27.84 4951
N(0,1) x Unif(0,1) 0.5 2797 4696 2350 46.65 3131 53.09 2759 48.90
N(0,1) x Unif(0,1) 1 2841 4691 2410 46.21 31.11 5227 27.87 4846
SEARLE - - 2694 4534 1958 4080 2845 49.77 2499 4530
Unif(-1,1) 1 30.13 46,57 2216 4690 2876 50.74 27.02 48.07
N(0,1) 1 26.99 4323 21.17 4482 2754 49.06 2523 4570
ViT-L/14 +RTD N(0,1) x Unif(0,1) 0.1 3263 5039 2320 47.25 32,18 5456 2934  50.73
N(0,1) x Unif(0,1) 0.5 31.80 4931 2320 4730 3141 5400 28.80 50.20
N(0,1) x Unif(0,1) 1 30.03 47.06 2241 47.05 3039 5242 2761 48.84
LinCIR - - 3042 4799 21.86 4477 2998 5038 2742 4771
Unif(-1,1) 1 3194 50.10 2444 48.19 33.04 5426 29.81 50.85
N(0,1) 1 31.70  49.41 2390 4819 3323 53,54 2927 50.38
+RTD N(0,1) x Unif(0,1) 0.1 3292  50.64 2449 4874 3350 55.02 3031 5147
N(0,1) x Unif(0,1) 0.5 32.83 5044 2449 4824 3340 5456 3024 51.08
N(0,1) x Unif(0,1) 1 3243 5054 2464 4879 3325 5477 30.11 51.36

11



Reference images Relative captions LinCIR LinCIR + RTD

"is held by a little girl on a chair"

"is upside down and the photo shows no people"

"are only two and has different shape and color"

i "has two children instead of a cat"

Figure 6. Qualitative Results on CIRCO dataset
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