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Figure 1: An example of audio generation requiring both text and video control. The text instruction “dog growling” is used for the text
control. The video-to-audio (V2A) (Sheffer and Adi 2023) or text-to-audio (T2A) (Liu et al. 2023) generation methods cannot understand the
detailed semantics from texts (the dog is growling, not barking) or video (the dog is biting something, and the alignment), respectively.

Abstract

Despite the impressive progress of multimodal generative
models, video-to-audio generation still suffers from limited
performance and limits the flexibility to prioritize sound syn-
thesis for specific objects within the scene. Conversely, text-
to-audio generation methods generate high-quality audio but
pose challenges in ensuring comprehensive scene depiction
and time-varying control. To tackle these challenges, we
propose a novel video-and-text-to-audio generation method,
called ReWaS, where video serves as a conditional control for
a text-to-audio generation model. Especially, our method es-
timates the structural information of sound (namely, energy)
from the video while receiving key content cues from a user
prompt. We employ a well-performing text-to-audio model
to consolidate the video control, which is much more effi-
cient for training multimodal diffusion models with massive
triplet-paired (audio-video-text) data. In addition, by separat-
ing the generative components of audio, it becomes a more
flexible system that allows users to freely adjust the energy,
surrounding environment, and primary sound source accord-
ing to their preferences. Experimental results demonstrate
that our method shows superiority in terms of quality, control-
lability, and training efficiency. Code and demo are available
at https://naver-ai.github.io/rewas
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1 Introduction

Generative models have developed dramatically, making
content creation easier for people. Especially, text-to-video
generation models such as Make-a-Video (Singer et al.
2022) and Sora (Brooks et al. 2024) show the impressive
emergence of generative models in the video domain, show-
ing remarkable utility in film and advertising. While we are
fully immersed in the video content by watching and listen-
ing, unfortunately, these generated videos are silent. Gen-
erating the sound aligned to a video is a challenging task
requiring both a contextual and temporal understanding of
the video. Figure 1 shows an example of when text and
video controls are required to generate a sound that pre-
cisely matches the given scene. Here, the dog is growling
while holding a toy in his mouth. A human can imagine the
sound of the video; the dog growls lowly, and the growl-
ing sounds like the dog is biting something. When the per-
son grips and pulls the toy, the dog will treat the human by
growling louder. Finally, when the dog shakes his head, the
growling will become louder. If a generative model does not
understand the visual information, it will be a random growl-
ing sound, not like the dog biting something. If audio is not
controlled by text, the generated audio might be only related
to the dog, e.g., a barking sound.

Table 1 shows the recent attempts to generate an audio
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sample from the given video or text. There are two ma-
jor directions to generate an audio sample from the given
video directly. First, there have been studies of a sound ef-
fect (SFX) generation with short moments for video edit-
ing tasks (Comunita et al. 2024; Du et al. 2023), known
as Foley. They are restricted to the pre-defined sound ef-
fect classes and can only control discrete information, such
as onset. As another attempt, video-to-audio (V2A) gener-
ation methods have been proposed (Luo et al. 2024; Xing
et al. 2024; Tashin and Rahtu 2021; Sheffer and Adi 2023).
However, they still struggle to generate open-domain sounds
from multiple objects together. Furthermore, both SFX and
V2A methods cannot take text controls, more rich user con-
trol. Figure 1 shows the example when there is no text con-
trol; a V2A method just generates audio of “barking” rather
than “growling” by focusing on the dog in the video.

As another line of research, text-to-audio (T2A) gener-
ation has been actively studied (Huang et al. 2023a,b; Liu
et al. 2023, 2024; Ghosal et al. 2023). Despite their diverse
and high-quality audio generation quality, they lack a tem-
poral understanding of video-only information. Like the ex-
ample in Figure 1, the text-only condition can make irrele-
vant audio to the video (e.g., when the dog shakes heads).
To tackle the problem, we may need more controllability
to the T2A model, such as AudioLDM (Liu et al. 2023).
Recently, a few studies (Wu et al. 2023; Guo et al. 2024a;
Chung, Lee, and Nam 2024) tried to control the pre-trained
AudioLDM more precisely based on ControlNet (Zhang,
Rao, and Agrawala 2023). Although they can control the
pitch, temporal order, energy, or rhythm of the generated
audio, their generation process needs expensive timestamp-
wise annotations for each control feature.

More recently, parallel to our study, SonicVisionLM (Xie
et al. 2024) and Seeing&Hearing (Xing et al. 2024) incorpo-
rate text information, providing users the freedom to gener-
ate specific sounds. Although these methods can control au-
dio generation with both vision and language, they still suf-
fer from either limited discrete control (e.g., onset) (Xie et al.
2024), or lacking timestamp-wise control (Xing et al. 2024).
Moreover, they require a video-to-text converting process,
such as video captioning or feature mapping, for use with the
T2A model. This text conversion weakens temporal align-
ment, leading to the loss of fine-grained temporal details.

In this work, we propose a novel video-and-text-to-audio
generation approach, named Read, Watch and Scream (Re-
WaS), by integrating video as a conditional control for a
well-established T2A model. While a text prompt speci-
fies the subject, we additionally employ a control feature
extracted from the video. More specifically, our method
presents an energy adapter on AudioLDM motivated from
ControlNet (Zhang, Rao, and Agrawala 2023), an efficient
structure control method for text-to-image generation. Since
a video feature does not directly imply the structure of the
audio, we estimate the temporal energy information, a basic
audio structural information, from the video.

The energy operates as a time-varying control to com-
plement the sound according to the dynamics of the given
video. As shown in Figure 1, ReWaS successfully under-
stands complex information from both text and video. Here,

we define energy as the mean of frequency in each au-
dio frame, which is related to visual dynamics and seman-
tics (Jeong et al. 2023; Guo et al. 2024a). It is relatively
simple to estimate from a video rather than complex acous-
tic features (e.g., mel-spectrograms). Therefore, our energy
control facilitates connecting video for T2A model, reflect-
ing strong alignment between audio and video.

We compare our method and other state-of-the-art video-
to-audio generation models (Du et al. 2023; Xing et al.
2024; Luo et al. 2024; Iashin and Rahtu 2021; Sheffer and
Adi 2023) on two video-audio aligned datasets, VGGSound
(Chen et al. 2020) and GreatestHits (Owens et al. 2016).
In the experiments, ReWaS outperforms V2A methods in
human evaluation for three categories (audio quality, rele-
vance to the video, and temporal alignment between audio
and video) with a significant gap (almost +1 point for ev-
ery category in 5-scale MOS). Also, ReWaS shows a supe-
rior audio generation performance quantitatively and qual-
itatively. Our method shows the best fidelity score (FD),
structure prediction (energy MAE), and AV-alignment score
on VGGSound. Moreover, we achieve the best AP and en-
ergy MAE on Greatest Hits without the use of reference au-
dio samples like CondFoleyGen (Du et al. 2023). As shown
in the qualitative study, ReWaS can capture the challenging
“short transition” of the video when the skateboarder jumps
into the air, and no skateboarding sound appears in the video.
It is also possible to generate the sound of a video generated
by a general text prompt.

2 Related Work
2.1 Text-to-audio generation

Early work for audio generation was built upon GANs
(Kreuk et al. 2023; Dong et al. 2018), normalizing flows
(Kim et al. 2020), and VAEs (Van Den Oord, Vinyals et al.
2017). Recently, several studies using diffusion models have
shown promising progress on a broad range of acoustic do-
mains. DiffSound (Yang et al. 2023) employs a diffusion-
based token decoder for the first time to transfer text features
into mel-spectrogram tokens. Make-An-Audio (Huang et al.
2023b), AudioLDM (Liu et al. 2023), AudioLDM2 (Liu
et al. 2024), Tango (Ghosal et al. 2023) and Make-An-
Audio2 (Huang et al. 2023a) are well-founded in latent dif-
fusion model (LDM) (Rombach et al. 2022), demonstrat-
ing high-quality results with large scale training. A series of
LDM predicts mel-spectrograms using a VQ-VAE decoder,
and a pretrained vocoder generates raw waveforms from the
generated mel-spectrograms. While these methods success-
fully generate high-quality audio samples for the given text
prompt, they are only designed for taking text conditions,
unable to understand visual semantics.

Meanwhile, there have been a few attempts based on Con-
trolNet (Zhang, Rao, and Agrawala 2023), an efficient train-
ing method for structure control for text-to-image genera-
tion. ControlNet utilizes hints (e.g., Canny edge maps, scrib-
bles, depth maps) to provide a structural composition to the
generated images. Inspired by this, text-to-audio methods
have incorporated ControlNet to accomplish controllable
music (Wu et al. 2023) and audio effect (Guo et al. 2024a;



General Text Visual W/o V2T Efficient

Method sound?  control? control? mapping? training?
Sound effect generation (Comunita et al. 2024; Du et al. 2023) X b 4 vi v b 4
Video-to-audio (Luo et al. 2024; Iashin and Rahtu 2021; Sheffer and Adi 2023) vi b 4 v v b 4
Text-to-audio (Huang et al. 2023a,b; Liu et al. 2023, 2024; Ghosal et al. 2023) v (4 b 4 v b 4
Text-to-audio & Control (Wu et al. 2023; Guo et al. 2024a; Chung, Lee, and Nam 2024) v (%4 b 4 4 (%4
Video-to-text & Text-to-audio (Xie et al. 2024; Xing et al. 2024) v v vi* b 4 (4
Video-and-text-to-audio (ReWa$S) v (4 (4 v (4

f Unable to adjust continuous sound variations (i.e., energy). i Hardly generate sounds of multiple subjects together.

* Taking limited timestamp-wise visual control (e.g., requiring the full timestamp-wise onset annotations, or only able to take a few frames)

Table 1: Comparison of audio generation methods: Can it make a general sound? Can it take text or visual control? Does it need video-to-text

(V2T) mapping? and the training efficiency.

Chung, Lee, and Nam 2024) generation. They have provided
more explicit and fine-grained control over the generated au-
dio, leading to performance improvement and adherence to
the desired characteristics.

However, designing these time-varying controls still re-
quires costly labor for users. To address this challenge,
we predict energy control through a given video, which is
a practical function for creating SFX, post-production for
filmmaking, and utilizing Al-generated silent videos.

2.2 Video-to-audio generation

Existing video-to-audio (V2A) generation methods have fo-
cused on achieving two main characteristics: (i) audiovisual
relevance and (ii) temporal synchronization. The first stream
aims to represent general sound by leveraging datasets such
as VGGSound (Chen et al. 2020) and AudioSet (Gem-
meke et al. 2017). Given a set of video features, SpecVQ-
GAN (Iashin and Rahtu 2021) learns a transformer to sample
quantized representations (i.e., codebook) based on visual
features to decode spectrogram. Im2wav (Sheffer and Adi
2023) utilizes rich semantic representations obtained from
a pre-trained CLIP (Radford et al. 2021) as sequential vi-
sual conditioning for an audio language model, and applies
CFG (Ho and Salimans 2022) to steer the generation pro-
cess. Recently, diffusion-based models have shown the stun-
ning ability to generate high-quality audio (Luo et al. 2024;
Xing et al. 2024). DiffFoley (Luo et al. 2024) improves
audiovisual relevance by learning temporal and semantic
alignment through contrastive learning. However, it neces-
sitates tremendous training data, such as the utilization of
both VGGSound and AudioSet for alignment training. See-
ing&hearing (Xing et al. 2024) is another diffusion-based
model that optimizes the text-to-audio diffusion model, Au-
dioLDM (Liu et al. 2023) by using ImageBind (Girdhar et al.
2023) which learns joint embedding space for six modal-
ities (image, text, audio, depth, thermal, and IMU). How-
ever, ImageBind Video Encoder takes only two frames for
each video sampled from 2 second, which results in lack-
ing timestamp-wise contol. Therefore, they often struggle
to generate temporally aligned sounds at short times in the
video (e.g., dog barking, people laughing).

On the other hand, other research works (Comunita et al.
2024; Xie et al. 2024) have focused on creating simplis-
tic SFX (e.g., stick hits) using datasets like CountixAV

(Zhang, Shao, and Snoek 2021) and GreatestHits (Owens
et al. 2016), which provide fewer classes but more pre-
cisely temporal aligned data. CondFoleyGen (Du et al. 2023)
trains a Transformer to autoregressively predict a sequence
of audio codes for a spectrogram VQGAN, conditioned on
the given audiovisual example. Syncfusion (Comunita et al.
2024) predicts a discrete onset label that denotes the be-
ginning of a sound for repetitive actions. Recent SonicVi-
sionLM (Xie et al. 2024) employs a large language model
to utilize text as an intermediate product that facilitates user
interaction for personalized sound generation. They freeze
Tango (Ghosal et al. 2023) and train ControlNet with times-
tamp estimated by a video for 23 SFX categories exclusively,
where the video is converted to sound event timestamp and
text. Although they have shown promising results in SFX
generation, their timestamp detection module is limited to a
single visual object, and they cannot implicit detailed tem-
poral cues in visual content because they use videos to con-
vert them into text. our method generates sounds for various
categories from the visual context at the same time.

3 Preliminary
3.1 Text-to-audio latent diffusion model

In this paper, we specifically utilize AudioLDM (Liu et al.
2023) which generates a latent of mel-spectrogram z com-
puted by VAE (Kingma and Welling 2014). The diffusion
model €y of AudioLDM is trained to predict the noise
added to a given data by minimizing the objective function,
Laitt = By et |le — €2, t, EG)H; where € represents the
noise added at time ¢, z; is noisy latent induced via the for-
ward process and E, denotes the embedding of the audio =
obtained from the CLAP audio encoder fyuqio(-) (Wu* et al.
2023). Here, the model is conditioned by E, using classifier
free guidance (CFG) (Ho and Salimans 2022).

In the sampling process, the generation starts from a noise
zp sampled from N(0, I) and the text embedding E,, from
the CLAP text encoder fix(-). The reverse process condi-
tioned on E, generates the audio prior zg using the modi-
fied noise estimation éy (2, t, Ey) = (1 4+ w)eq(2¢,t, By) —
weg(zt,t), where w is a guidance weight to balance the au-
dio condition E,. The VAE decoder decodes the sampled
latent 2 to predict a mel-spectrogram. Finally, the decoded
mel-spectrogram is converted to a raw audio sample using
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the HiFi-GAN vocoder (Kong, Kim, and Bae 2020).
Although AudioLDM enables text-conditional audio gen-
eration, it still lacks of understanding of visual contents and
their temporal information. This study adds a visual control
to the pre-trained AudioLDM. Instead of directly using a vi-
sual feature to control, we extract more essential information
from the given video, which will be discussed in Section 3.2.

3.2 Video-to-audio with temporal alignment

We assert that a video input can bring principal temporal in-
formation that is hard to convey with a text prompt. How-
ever, directly injecting temporal information from visual
into an audio generation model remains a significant chal-
lenge. In contrast, previous works have attempted to gener-
ate sound by estimating the onset (Comunita et al. 2024), or
audio timestamp (Xie et al. 2024) from videos to improve
audiovisual relevance. However, they are limited to produc-
ing an unnatural sound for a single object in that discrete
conditions cannot serve continuous sound variations.

In this work, we consider energy, the averaged mel-
spectrogram on the frequency axis, to produce a contin-
uous condition. Figure 2 shows that energy is a contin-
uous time-varying signal, including envelope components
of sound such as peak, attack, sustain, and decay. Energy
can be obtained cheaply and automatically by computing
the frame-level magnitude of mel-spectrograms (Ren et al.
2020). Moreover, we empirically observe that energy can
also implicitly improve the temporal alignment of the video.
For example, Figure 3 shows energy can contain continu-
ously varying audio information.

4 Method

This paper introduces a novel sound generation method con-
ditioned on text and video, to generate a waveform tempo-
rally well aligned with the visual input. Our model consists
of two parts: (i) control prediction, which intermediately
predicts energy control from the video. (Section 4.1) (ii)
conditional sound generation, which uses the energy con-
trol signal as a condition in the diffusion process to generate
corresponding audio outputs (Section 4.2), which are both
temporally and semantically aligned with text and video.

4.1 Energy control prediction from video

Energy control. ReWasS is based on AudioLDM that uses
CLAP embeddings for text and audio alignment. A naive ap-
proach using video as a condition is to align latent space be-
tween audio-video-text. Luo et al. (2024) attempted to align
tri-modal embeddings in a unified space by large-scale con-
trastive learning prior to training diffusion models. To more
efficiently overcome this challenge, we design an energy
control as an intermediate bridge from video to audio. We
speculate that energy control brings three advantages: First,
the power of audio is intuitively correlated to visual dynam-
ics and semantics (Jeong et al. 2023; Sung-Bin et al. 2023).
With the natural fact that people can imagine the power of
sound from the size of the instance or distance to the ob-
ject, we regard audio energy as a visually correlated signal
that can be certainly obtained from video. Second, as shown
in Ren et al. (2020) and Guo et al. (2024b), energy plays
as a structural condition for audio generation. Thus, it is
well-suited to parameter-efficient fine-tuning methods such
as ControlNet. Finally, using temporal acoustic signals for
generating audio needs a skilled user to annotate the pitch,
melody, or rhythm for every timestamp. It makes the audio
generation phase impractical and difficult for the public to
control. Meanwhile, energy is highly related to physical in-
teractions implicated in visual signals; thus, it can be eas-
ily estimated from the video. Our approach does not require
timestamp-wise fine-grained user control, but automatically
estimating energy structure from the given video.

Video embedding. To predict the energy control from video
input, we extract features from the pretrained SynchFormer
(Tashin et al. 2024) video encoder. We empirically observe
that the image encoder (e.g., CLIP (Radford et al. 2021))
is limited to V2A generation, especially from a temporal
alignment perspective. We finally take video embedding
E, € R5*C where S is the number of segments and C
is the dimension of latent. The implementation details for
this process are described in Appendix.

Training energy control from video. Similar to Ren et al.
(Ren et al. 2020), we calculate the energy from the mel-
spectrogram by averaging the frequency bins and further
smoothing the time-sequential energy information. We first
transform the raw waveform to the mel-spectrogram, mel €
RPXW where D represents the number of mel-frequency
bins, and W is the width of the spectrogram following Au-
dioLDM (Liu et al. 2023). However, we empirically observe
that the computed energy fluctuates a lot for each temporal
window, which hinders stable training. We resolve the issue
by taking a smoothing operator. The energy of audio e €
RY is defined as e, = Smoothing (% ZdD=1 melw,d).
We use the second-order Savitzky-Golay filter (Virtanen
et al. 2020) with a window length of 9 for smoothing.

We estimate é by using a shallow projection module
¢ from the video encoder output (See Figure 4 “Control
Prediction”). For efficient training, we resize e, by taking
the nearest-neighbor interpolation to have the same num-
ber of segments S as the visual representations. We also
can apply the same resize method to video embeddings at
inference time. Now, we train our energy control predic-
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tion module ¢ by minimizing the following loss function
L. =||¢(E,) — Resize(e)||3.

The output é of the projection module is used for energy
control at inference time. We train ¢ separately to diffusion
models for training efficiency. In addition, our energy esti-
mation module is not specialized for generation models, thus
our energy control can be utilized in other ways.

4.2 Conditional sound generation

Adding control signal. To reflect the energy control signal,
we train the energy adapter following ControlNet (Zhang,
Rao, and Agrawala 2023). The weights of the energy adapter
are initialized from pretrained parameters of diffusion mod-
els, and connected to AudioLDM with zero convolution lay-
ers. Compared to training audiovisual alignment into the la-
tent space in diffusion model (Luo et al. 2024; Xing et al.
2024), our adapter takes the benefit of robust fine-tuning
speed (e.g., Luo et al. (2024) uses 8 A100 GPUs for 140
hours for feature alignment and LDM tuning, whereas we
use 4 V100 GPUs for total 33 hours). To add the control fea-
ture for z;, the energy control e, is duplicated by the num-
ber of mel-filterbanks, and transferred to the VAE encoder
for the purpose of encoding, followed by a fully-connected
layer and SiLU (Elfwing, Uchibe, and Doya 2018). This la-
tent control feature c. is added to the zy, where zg is an
audio prior obtained from the VAE encoder. Thus, given a
text embedding E, and latent control feature c., we train
energy adapter by optimizing the following objective: £, =
E.o.t.E, co.cmn(0,1) l€— €0 (20, 1, By, c)||3. During training,
we randomly drop E,, with the probability 0.3 for better con-
trols. We denote that £. and L. are optimized separately.
Sound generation. We use DDIM (Song, Meng, and Er-
mon 2020) to generate sound from the noise. The reverse
sampling process is conditioned on both text and video. We
replace e to é = ¢(E,) at inference. Once mel-spectrogram
is generated by the VAE decoder, it can be transformed into
a raw waveform using the pre-trained vocoder (Kong, Kim,
and Bae 2020) (See Section 3.1). Note that conditioning on
video increases the total inference time by only 3%.

5 Experiments
5.1 Experimental settings

Datasets. For a fair comparison with existing baselines, we
train the control prediction module and the adapter in the
conditional sound generation module on VGGSound (Chen
et al. 2020). VGGSound is a large-scale dataset containing
~200k video clips, accompanied by corresponding audio
tracks. The dataset covers 309 classes of general sounds,
roughly categorizing them into acoustic events, music, and
people. The videos are sourced from YouTube, providing
a diverse and realistic corpus. Since the VGGSound in-
cludes plentiful general sound examples, ReWaS trained on
the VGGSound enables general-purpose sound generation
for real-world scenarios. We randomly sampled 3K videos
to construct VGGSound test subset. To evaluate temporal
alignment accuracy, we use Greatest Hits (Owens et al.
2016) test set including the videos of hitting a drumstick
with materials. Since Greatest Hits samples have a distinct
audio property compared to the other audio samples, we
fine-tune ReWasS on the Greatest Hits training samples.
Baselines. We compare ReWaS$S against open-source V2A
generation approaches in priority, SpecVQGAN (Iashin and
Rahtu 2021), Im2wav (Sheffer and Adi 2023) and Dift-
Foley (Luo et al. 2024), which are trained on the VG-
GSound and AudioSet datasets. Furthermore, we compare
Seeing&Hearing (Xing et al. 2024), which optimizes a pre-
trained AudioLDM during the inference stages by aligning
the latent space using ImageBind. For a fair comparison, we
take the following steps: We first generate the full-length au-
dio by each method, and use a common 5-second clip for
evaluation. In the temporal alignment evaluation, we con-
sider CondFoleyGen (Du et al. 2023) as a main baseline,
which is trained on the Greatest Hits dataset.

Evaluation metrics. Following the implementation of Au-
dioLDM, we employ Fréchet distance (FD) (Heusel et al.
2017), Fréchet audio distance (FAD) (Tailleur et al. 2024),
and the mean of KL divergence (MKL) (Iashin and Rahtu
2021). We also measure the alignment between the gener-
ated audio and sound categories with CLAP score (Huang



Model FD| FAD| MKL| CLAPt MAE| AV-alignt #TPJ

SpecVQGAN  26.63 557 3.30 0.1336 0.1422 02851 379M
Im2wav 16.87 594 253 0.4001 0.1310 0.2763 365M
Diff-Foley 2196 646 3.15 04010 0.1571 0.2059 859M
Seeing&Hearing 20.72 6.58 2.34 0.5805 0.1668 0.1858 -

ReWaS (Ours) 1524 216 278 0.4353 0.1149 0.3008 204M

Table 2: Performance comparison on VGGSound (Chen et al.
2020) with reproduced five seconds audio samples. “Energy” and
“TP” denote energy MAE and number of the trainable parameters.

Model Acct APt MAE]

CondFoleyGen 23.94 60.24 0.1520
ReWaS (Ours) 19.15 63.28 0.1398

Table 3: Performance comparison on Greatest Hits (Owens et al.
2016). We use material types as text prompts, while CondFoleyGen
uses both reference audio and video as inputs.

et al. 2023b). However above metrics are limited to evalu-
ating audio-visual temporal alignment, so we employ AV-
align (Yariv et al. 2024) based on detecting energy peaks
in audio-visual modalities. In the Greatest Hits experiment,
we report onset accuracy (Acc) and average precision (AP),
following the evaluation protocol introduced by CondFoley-
Gen. The onset of sound events is a discrete signal obtained
by the thresholding of the amplitude gradient. Therefore, rel-
atively quiet sound effects (e.g., scratching leather, touching
the leaves) or natural sounds can be excluded from the eval-
vation. To address this issue, we report the mean absolute
error (MAE) (Guo et al. 2024a) of the energy signals from
real and generated sounds for the first time in the sound gen-
eration task conditioned on video. Although these evaluation
metrics can evaluate different properties of the generated au-
dio, most of them measure the difference between the gen-
erated audio and the “ground truth” audio corresponding to
the original video. However, one video can sound differently
(e.g., human’s voice can vary); existing quantitative evalua-
tion metrics have challenges in measuring whether the gen-
erated audio is truly suited to the given video. To tackle the
issue, we conduct a user study to evaluate the quality and
temporal alignment of the generated audio samples.

5.2 Results

Quantitative results. Table 2 shows the quantitative com-
parisons on the VGGSound. We note that category classes
are used as text prompts in the VGGSound. We train
22M parameters for video projection to audio conditional
control, and 182M parameters for fine-tuning the Audi-
oLDM with our energy adapter. Since Seeing&Hearing is an
optimization-based generation method, we did not report the
training parameters. However, they consume twice the time
for inference than ReWaS. Our ReWasS achieve the best per-
formance on FD, FAD, energy MAE, and AV-align, showing
competitive results in terms of MKL and CLAP scores. Es-
pecially, while we use only a quarter of training parameters
compared to Diff-Foley, our method outperforms Diff-Foley
on all metrics. CLAP scores illustrate the importance of text

Model Audio Quality 1 Relevance 1 Temporal Alignment 1
SpecVQGAN 2.76 2.50 2.64
Im2wav 2.97 3.18 3.01
Diff-Foley 2.89 297 2.98
ReWasS (Ours) 3.70 4.04 3.68

Table 4: Human evaluation of V2A methods on audio quality, au-
diovisual relevance, and temporal alignment with 5-scale MOS.

prompts for semantic alignment. Seeing&Hearing outper-
forms ReWasS in terms of MKL and CLAP score. However,
we argue that Seeing&Hearing is heavily dependent on text
prompt, since our method outperforms in terms of MAE and
AV-align scores by a large margin. This achieved MAE score
result by ReWasS also demonstrates the accuracy of our con-
trol prediction module, and generated outputs from ReWaS
are most temporally closer to the real audio content.

In addition, we evaluate how the generated audio and the

condition video are temporally aligned on Greatest Hits. The
dataset distribution of Greatest Hits highly differs from the
general audio samples; hence, we fine-tune ReWaS on the
Greatest Hits training samples. Table 3 shows the results.
ReWasS achieves the best AP and MAE, although ReWasS is
not specially designed for Foley like CondFoleyGen.
User study. The quantitative results are limited to measuring
how the generated audio sounds realistic and aligned to the
given video. To complement it, we conduct a human evalu-
ation study to assess the subjective quality of the generated
audio concerning the input video. We ask the human evalua-
tors to evaluate the quality of the audio samples generated by
SpecVQGAN, Im2wav, Diff-Foley, and ReWaS. Since See-
ing&Hearing shows vulnerable performance in audio-visual
alignment, we exclude it from the user study.

We evaluate three criteria: audio quality, relevance be-
tween audio and video, and temporal alignment. We use
a five-point Likert scale to measure mean opinion score
(MOS), where an ideal video with its ideal audio receives
arating of 5 across all criteria. We recruit human annotators
via two separate channels: Amazon Mechanical Turk (AMT)
and local hiring. We recruit 50 AMT annotators for each cri-
terion, and each annotator evaluates five generated samples
for each method (i.e., each annotator evaluates 20 audios).
Locally hired 23 annotators evaluated 20 generated samples
for each method and criterion. Surprisingly, ReWaS achieves
the best in all categories with large margins as shown in Ta-
ble 4. This subjective result is consistent with our quanti-
tative and qualitative findings, further validating the effec-
tiveness of ReWasS in generating high-quality, relevant, and
temporally synchronized audio for the given video.
Qualitative results. Figure 5 shows qualitative results
in baselines and ReWaS. Given the skateboarding video,
SpecVQGAN and Diff-Foley fail to generate the sound of
skate wheels rolling on the floor. Although Im2wav gener-
ates that sound, it cannot capture a short transition. We also
demonstrate the effectiveness of the text prompt in Figure 6
with CLAP similarity, when redundant frames exist. In this
case, V2A methods also struggle to generate corresponding
sound. However, ReWaS can effectively calibrate the seman-



Video Frames

GT

Im2wav

Diff-Foley

Seeing&Hearing

Ours

Figure 5: Qualitative comparison on VGGSound. Surprisingly,
when the skateboarder jumps, only ReWaS succeded in detecting
short transition (yellow box). Text prompt in is “skateboarding”.

Control Backbone FD| FAD| KL| CLAPt MAE]

T & GT E from A AudioLDM-M 1393 2,65 215 04497 0.1195
T&Est. EfromV ~ AudioLDM-M 1524 216 278 04353 0.1149
T & Est. Efrom V.~ Make-An-Audio  13.89 1091 293 04237 0.1368

Table 5: Impact of the energy control’s quality on VGGSound. (1)
Text and the ground-truth audio energy with AudioLDM backbone
(upper bound), (2) Text and the estimated energy from the video
with AudioLDM (our approach) and (3) with Make-An-Audio.

tics by user text prompt. Note that the prompt can also be
longer and more general if desired by users. (e.g., “rally car
swiftly navigates a turn on the racetrack.”)

5.3 Discussion

The impact of the quality of the energy control. To verify
the robustness of the energy prediction module, we compare
the control by our video-to-energy prediction module and
the energy directly extracted from the ground truth audio.
Table 5 demonstrates that although we use the estimated en-
ergy, the quality of the generated audio is very similar to the
audio samples controlled by the ground truth audio energy.
(See the first row and second row of Table 5) It supports the
idea that energy information is highly related to visual infor-
mation, and is easy to estimate solely using video. We also
compare the qualitative results of estimated energy controls
with ground truth energy in the Appendix A.5.

T2A framework. We replace the AudioLDM-M backbone
with Make-An-Audio (Huang et al. 2023b), which has fewer
parameters than AudioLDM to validate the flexibility of our
approach. Table 5 shows the results of the two backbones
on VGGSound. Interestingly, ReWaS built upon Make-An-
Audio achieves comparable performance to its AudioLDM-
M counterpart, demonstrating the robustness of our frame-
work (See the second row and third row of Table 5).
General text prompts. To examine the capability of ReWaS
with more general text prompts, we generate audio samples
with generative videos by KLING*. As shown in Figure 7,
only our method can capture the visual information of the
wave, namely, the sound getting louder as the wave crashes.
We include more samples in the Appendix A.5 and demo.

“https://kling.kuaishou.com/en
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Figure 6: Effectiveness of text prompt. When videos contain both
semantic and redundant frames, text prompts used in ReWaS cali-
brate the results. Text prompt in is “chicken clucking”

Prompt: In an ornate, historical hall, a massive tidal wave peaks and begins to

Video Frames

AudioLDM
Seeing&Hearing

Ours

Figure 7: Audio generation with general text prompts.

Effectiveness of visual condition. In the Appendix, we
show examples when energy control complementing tem-
poral information. While AudioLDM suffers from inferior
temporal alignment and limited sound generation that is
mentioned in text prompts but not generated, ReWaS not
only generates video-related sounds hidden in the text but
also aligns the sound with the frames. This demonstrates the
effectiveness of visual condition by ReWaS. More detailed
discussion is in the Appendix A.5.

6 Conclusion

This paper proposes ReWaS, a novel video-and-text-to-
audio generation framework. Our key idea lies in inferring
audio structural condition, namely energy, from video to ef-
ficiently and effectively input the visual condition to the ro-
bust T2A model. Therefore, ReWaS can generate complex
sounds in the real world without the need for a difficult con-
trol design. Quantitative results on VGGSound and Greatest
Hits datasets, subjective human study, and qualitative results
consistently support that ReWaS can generate natural, tem-
porally well-aligned, and relevant audio for the given video
by employing text and video as control.
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A Appendix
A.1 Data preprocessing

During training, we randomly extract 5-second segments
from the VGGSound dataset (Chen et al. 2020) and 2-second
segments from the Greatest Hits dataset. However, during
the testing phase, we extract video clips ranging from 2 to
7 seconds in duration for the VGGSound dataset, and from
0 to 2 seconds for the Greatest Hits dataset (Owens et al.
2016). Video frames are uniformly sampled at 25 fps. Since
ReWaS generates audio based on 5-second videos, we du-
plicated frames from the Greatest Hits dataset to match the
length of these 5-second videos. Subsequently, we trimmed
the generated audio to a duration of 2 seconds.

For comparison with baselines, SpecVQGAN (lashin
and Rahtu 2021), Diff-Foley (Luo et al. 2024) and See-
ing&Hearing (Xing et al. 2024) (10s, 8s, and 10s, respec-
tively) for the test videos. Then, we extract the 5-second clip
corresponding to the same video frames used in our method.
Since Im2wav (Sheffer and Adi 2023) is designed to gener-
ate sound with a fixed length of 4 seconds, we first generate
the initial 4 seconds and extend it by generating an additional
1 second, resulting in a 5-second audio clip.

A.2 Feature extraction

Video features. We employ SynchFormer (lashin et al.
2024) trained on VGGSound (Chen et al. 2020) for the
sparse synchronized setting as a video encoder. The video
encoder employed in SynchFormer is based on Motion-
former (Patrick et al. 2021) pre-trained on Something-
Something v2 (Goyal et al. 2017), and fine-tuned on VG-
GSound and AudioSet (Gemmeke et al. 2017). Therefore,
the video encoder is strong enough to encode motion dy-
namics and semantics. We freeze the parameters in the video
encoder, and solely train a projection module to estimate en-
ergy control. We extract a video feature in the short video
clip (0.64 sec). Thus we use a total of 112 length visual em-
beddings for a 5s video. We note that, for a fair comparison,
RGB frames are only used in all methods including ReWaS.
Audio features. Audios of all videos used in our exper-
iments are resampled to 16kHz sampling rate. We fol-
low the default setting of AudioLDM to compute the mel-
spectrogram. Specifically, we use 64-bin mel-spectrograms
with 1024 window length. While fi;, and fip.x are O and
8000 respectively, the hop size is 160 and the FFT size is
1024.

A.3 Architecture and training details

Test dataset. For our experiments, we leverage a subset of
160k videos from VGGSound (Chen et al. 2020) due to the
availability of public videos at the time of training. We split
the train data list into training and validation subsets follow-
ing SpecVQGAN (Iashin and Rahtu 2021).

Energy signal. To encode a video feature into 1-
dimensional energy, a projection module ¢ consists of a lin-
ear layer, two transformer blocks, and MLPs consisting of
four FC layers. We use 768 hidden dimensions for the first
linear layer and transformer blocks, and the four FC layers’

output dimensions are 128, 64, 16, and 1. The total param-
eter of ¢ is 22M. We choose AudioLDM-MT, and the num-
ber of training parameters for fine-tuning AudioLDM (Liu
et al. 2023) with our energy adapter is 182M. ReWaS is op-
timized by AdamW and the learning rate is fixed to 3e-5
during training. We train ReWaS with 4 V100 GPUs for 33
hours on VGGSound, and 1 hour on Greatest Hits (Owens
et al. 2016) respectively.

Details of Make-An-Audio backbone framework. The
video encoder used in Make-An-Audio (Huang et al. 2023b)
is re-trained to predict the appropriate energy scale of mel-
spectogram, which is configured with 80 frequency bins and
a hop size of 256 samples, different from the AudioLDM-
M configuration. Make-An-Audio is notable for its parame-
ter efficiency, requiring significantly fewer parameters than
AudioLDM. This reduction in model complexity translates
to substantially shorter training times, with the entire model
converging in less than one day.

A4 User study

Figure 8, Figure 9, and Figure 10 show the user instructions
used in our human evaluation. Before launching Amazon
MTurk (AMT), we first conducted an in-lab study with 23
participants; each participant evaluated 20 audio samples for
each method and each criterion, namely, they evaluated 240
(20 x 4 x 3) generated audio samples. Based on the ob-
servation from the in-lab study, we have set the compensa-
tion level for each HIT to $0.45 so that a worker can earn
$15 per hour. At the same time, we observed that a num-
ber of participants had trouble keeping focus on the evalua-
tion with 240 samples (each sample takes five seconds). To
prevent the low-quality responses from MTurk annotators,
we split each evaluation Human Intelligence Task (HIT) on
a smaller scale. Each AMT annotator evaluates five audio
samples for each method and one additional ground truth au-
dio to prevent random guessing. We published 50 HITs for
each criterion, and 150 responses were collected. Finally, we
observe that many AMT annotators consistently score high
for all questions (e.g., 4 or 5). To ignore noisy responses, we
omit responses having an average score larger than 4.0 for
21 questions. 55 responses were omitted after this filtering
process.

A.5 More qualitative results

Energy controls from videos. We illustrate estimated en-
ergy from video in Figure 11. The results show the correla-
tion between our energy control generated from video and
GT energy obtained from reference audio.

Effectiveness of the text prompt. In the input video shown
in Fig. 12, rain streaks are barely visible, while we want
to hear the sound of rain. ReWaS can emphasize the de-
sired sound with the help of a text prompt ‘raining’. While
V2A methods struggle to generate corresponding sound,
Seeing&Hearing (Xing et al. 2024) and ReWaS can effec-
tively calibrate the semantics by user text prompt. How-
ever, ReWaS shows better CLAP score (Wu* et al. 2023)

fweights in https://github.com/haoheliu/AudioLDM
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¢—| Instruction 1 l

How natural is this audio recording?

Please focus on examining the audio quality
and naturalness (noise, timbre, sound clarity, and
high-frequency details).

1. Listen to the sample (Click **Play** button
to listen audio samples)
2. Select an option

» Excellent: 5 (Completely natural audio)

* Good: 4 (Mostly natural audio)

¢ Fair: 3 (Equally natural and unnatural audio)
* Poor: 2 (Mostly unnatural audio)

* Bad: 1 (Completely unnatural audio)

Figure 8: User instruction for audio quality (naturalness)
test.

than Seeing&Hearing. Furthermore, we assert that See-
ing&Hearing is heavily dependent only on text prompt. For
example, as shown in Figure 13, if there are redundant
frames, ReWaS can only successfully calibrate the seman-
tics with textual prompt but also it generates “silent” au-
dio sounds when there is a scene change. In contrast, other
baseline models such as SpecVQGAN (Iashin and Rahtu
2021), Im2wav (Sheffer and Adi 2023) and Diff-Foley (Luo
et al. 2024) fail to produce the corresponding sound (e.g.,
alarm clock ringing) due to misaligned visual and sound
contexts, often generating unintended sounds or remain-
ing silent when they should produce sound. Although See-
ing&Hearing (Xing et al. 2024) can produce corresponding
sounds, it fails to generate “silent” audio when there is a
change in visual scenes. This suggests that baseline models
may either resort to generating random sounds when faced
with a scene change due to misaligned visual and sound con-
texts, or they produce sound when they should remain silent,
ignoring the visual context.

Effectiveness of visual control. Figure 14 and Figure 15
are examples when energy signal serving additional tempo-
ral information. As shown in Figure 14, when a person talk-
ing and playing a dart game in an input video, the original
AudioLDM (Liu et al. 2023) generates only the sound of
talking, ignoring ‘dart’ prompt. Additionally, aligning gen-
erated sound with video is challenging in AudioLDM. In
comparison, ReWaS not only generates both the sound of
talking and dart but also aligns the sound with the frames.
Figure 15 presents another example. Unlike AudioLDM,
which repeatedly generates the same spray and car engine
sounds, ReWaS accurately captures the spray sound at the
right moment thanks to the visual control without additional
text prompt ‘spray’. Furthermore, the result demonstrates
the limitation of T2A methods for automatic Foley synthe-

—| Instruction 2

How much is the sound related to the object or
material in video?

Please focus on examining the relevance be-
tween video and audio, not considering the quality
and temporal alignment (i.e. sound timing).

1. Watch the sample (Click **Play** button to
watch video samples)
2. Select an option

¢ Excellent: 5 (Completely relevant audio)

* Good: 4 (Mostly relevant audio)

e Fair: 3 (Equally relevant and irrelevant audio)
* Poor: 2 (Mostly irrelevant audio)

* Bad: 1 (Completely irrelevant audio)

Figure 9: User instruction for video-audio relevance test

r—‘ Instruction 3

How much is the sound temporally aligned to the
movements of objects or material in video?

Please focus on examining the temporal align-
ment between video and audio, not considering
audio quality and naturalness.

1. Watch the sample (Click **Play** button to
watch video samples)
2. Select an option

» Excellent: 5 (Completely aligned audio)

* Good: 4 (Mostly aligned audio)

e Fair: 3 (Equally aligned and non-aligned audio)
* Poor: 2 (Mostly non-aligned audio)

e Bad: 1 (Completely non-aligned audio)

Figure 10: User instruction for temporal alignment test.



sis, because they cannot watch a video. This demonstrates
the effectiveness of visual control by ReWaS.

Subtle visual movements. Figure 16 and Figure 17 demon-
strate the effectiveness of ReWaS in aligning sound with cor-
responding frames, achieving temporal alignment by accu-
rately capturing small object movements, such as lip syn-
chronization. As illustrated in Figure 16, the the intensity
of growling sound increases as the lion opens its mouth. In
another example of Figure 17, ReWasS also produces tempo-
rally synchronized sounds with mouth movements, under-
scoring its overall effectiveness.

General text prompt. Figure 18 provides an example that
evaluates the capability of ReWaS using more general text
prompts. We generate audio samples with another generated
video from KLING*. Our method is the only one that cap-
tures the increasing intensity of the sound as the onions are
cut from the edge to the center. Both the T2A model, Au-
dioLDM, and the V2T&V2A model, Seeing&Hearing, can
generate corresponding sounds, but they lack visual tempo-
ral alignment in the generated results.

A.6 Extended analysis

Isolating and editing energy across different events. We
observe that visual controls provide temporal information,
raising the following question of whether it is possible to iso-
late the energy associated with each event or edit the sound
on a single track. To address this, we combine two videos
with distinctly different styles within the same category. As
shown in Figure 19, we observe that the generated sounds
change their rhythm or tempo accordingly and average en-
ergy MAE across events shows 2-3 times difference, indi-
cating that isolating or editing energy by event is feasible.
Roles of text prompts and visual energy control. In Ta-
ble 6, we present additional experimental results on sub-
set of VGGSound (Chen et al. 2020) to explore the specific
roles of text prompts and visual energy control. The first and
second columns show results using null text and misaligned
text, respectively, while the third column shows results with-
out visual energy control. For misaligned text prompts, we
randomly shuffle text prompts from different video cate-
gories. We observe that the model typically generates the
main audio sound based on the text prompt while aligning
the sound’s temporal dynamics with the video movement.
In particular, misaligned or null text prompts result in a
much lower CLAP score (Huang et al. 2023b), while the AV-
align (Yariv et al. 2024) score shows only a slight decrease
from 0.30 to 0.27, highlighting the importance of accurate
text guidance. In contrast, omitting energy control results in
significant drops in the AV-align score, demonstrating that
energy control ensures temporal alignment between gener-
ated audio and video. In conclusion, the text and energy
controls each play critical and distinct roles in generating
semantically and temporally aligned audio outputs.

A.7 Future research directions

Our architecture is flexible and can also adapt to TTS mod-
els, like Diff-TTS (Jeong et al. 2021). Our model could po-

*https://kling.kuaishou.com/en

Table 6: Ablation Studies on text prompt and energy controls.

Metrics Ours w/o Text misaligned Text w/o Energy
CLAP?t 0.44 0.236 0.237 0.52
AV-Alignt  0.30 0.273 0.272 0.10

tentially generate nuanced emotional intonation by facial
movements, which could have a powerful impact given the
limitations in emotional video-to-speech generation. Music
generation from dance videos is also promising future re-
search direction.

A.8 Limitations

Although our approach successfully leverages the text and
video control simultaneously, our method shares the limita-
tion of AudioLDM, namely, hallucination in generated sam-
ples. For example, for a given “basketball bounce” video,
ReWaS generates a squeaking sound, even if the player is
standing still. We conduct a simple human evaluation on 100
random generated audio samples by ReWaS on a 5-point
scale (1 = no hall., 5 = significant hall.). We got 2.1 aver-
age score, with hallucinations identified in 18% of cases.
This problem might be mitigated if we can use a better Au-
dioLDM model.
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Figure 12: Effectiveness of text prompt. Videos in the real world are sometimes noisy. For example, when videos are hard to distinguish the
semantics, text prompts used in ReWaS calibrate the results. Text prompt is “raining”.
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Figure 13: Example of audio sound from misaligned visual input. ReWaS can make the desired sound and make the silent
moment like ground-truth sound.
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Figure 14: Effectiveness of video input. In ReWasS, energy control from video input transfers additional temporal information.
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Figure 15: Additional example of effectiveness of video input.
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Figure 16: Example of audio with improved synchronization, capturing small movements (e.g., a lion’s lip synchronization).
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