
RoCOCO: Robustness Benchmark of MS-COCO
to Stress-test Image-Text Matching Models

Seulki Park1 Daeho Um2 Hajung Yoon2

Sanghyuk Chun3 Sangdoo Yun3

1University of Michigan 2Seoul National University 3NAVER AI Lab

Abstract. With the extensive use of vision-language models in various
downstream tasks, evaluating their robustness is crucial. In this paper,
we propose a benchmark for assessing the robustness of vision-language
models. We believe that a robust model should properly understand both
linguistic and visual semantics and be resilient to explicit variations. In
pursuit of this goal, we create new variants of texts and images in the
MS-COCO test set and re-evaluate the state-of-the-art (SOTA) models
with the new data. Specifically, we alter the meaning of text by replacing
a word, and generate visually altered images that maintain some visual
context while introducing noticeable pixel changes through image mixing
techniques. Our evaluations on the proposed benchmark reveal substan-
tial performance degradation in many SOTA models (e.g., Image-to-Text
Recall@1: 81.9% → 48.4% in BLIP, 66.1% → 37.6% in VSE∞), with the
models often favoring the altered texts/images over the original ones.
This indicates the current vision-language models struggle with subtle
changes and often fail to understand the overall context of texts and im-
ages. Based on these findings, we propose semantic contrastive loss and
visual contrastive loss to learn more robust embedding. Datasets and
code are available at https://github.com/pseulki/rococo.
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1 Introduction

Recently, vision-language (VL) models [38,63] have generated significant research
interest, with their learned visual-semantic features being actively employed
across various domains. For instance, CLIP [63] latent features are used in image
generation models [24,60,64], and CLIP scores are used to evaluate the alignment
between generated images and texts [23,67]. Similarly, BLIP-Diffusion [46] uses
a pre-trained module from BLIP-2 [48] for controllable text-to-image genera-
tion. Additionally, pretrained CLIP models are used for semantic understanding
in robotic manipulation [70]. Given the extensive use of VL models in various
downstream tasks, evaluating the robustness of the models is imperative.

One of the primary methods for evaluating the VL models is through image-
text matching (retrieval) tasks, which aim to align embedding features of images
and texts effectively. It is worth noting that the above-mentioned applications
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(a) Example tested with BLIP [49]. (b) Recall@1 Scores.

Fig. 1: Motivating Example. (a) When we add a new caption with only one word
changed from “umbrella” to “gun”, this new caption is preferred by the model (Image-
to-text). Likewise, when we add a new image created by inserting an unrelated image
to the original one, this new image is ranked as top 1 (Text-to-image). (b) Recall@1
scores of existing SOTAs decrease when tested with our RoCOCO benchmark.

rely on image-text matching, which involves assessing the similarity between
image features and text features. Many vision-language models assess image-
text matching accuracy (i.e., recall@1) on MS-COCO [56] or Flickr30K [61]
benchmark datasets, with recent advancements showcasing notably strong per-
formance [10, 16, 41, 49, 51, 75, 83]. However, there are still important questions
remaining: How much can we trust these numbers? How robust is it when used
in the wild?

While existing evaluation datasets are meticulously curated, they often lack
the diversity and variability inherent in real-world data. Thus, it is challenging to
assess whether a model robustly understands semantic and visual details using
existing datasets. Figure 1a shows a motivating example of the retrieval results,
when adding variants of texts and images to MS-COCO [56] test set, tested with
the state-of-the-art (SOTA), BLIP [49]. When we retrieve the top-ranked text
from a given image, the caption “A woman holding a red gun standing next to
a tram” is preferred the most over the original caption “A woman holding a red
umbrella standing next to a tram” by the model. Likewise, given the text, the
image partially mixed with a completely unrelated image (i.e., skiing on the
snow) is retrieved as the highest similarity (top 1), instead of the correct clean
image, which is ranked as top 3.

Although these variants are easily distinguishable by humans, we are sur-
prised to find that SOTA models can be misled by such simple and explicit al-
terations. Considering the widespread use of image-text feature similarity across
many downstream tasks, the lack of robustness and the neglect of such details can
lead to various issues. If the highest text-image similarities are inaccurate, CLIP-
based image generation evaluations [23,67] might lose credibility, and there is a
risk of incorrect robotic execution [70] due to a misunderstanding of commands.
Lastly, these misleading results can greatly damage the trust in AI systems.

From this motivation, we propose a Robustness benchmark of MS-COCO
(RoCOCO) to stress-test image-text matching models. Our initial belief is
that a robust model should properly understand both linguistic and vi-
sual semantics and be resilient to explicit variations in texts or images.



RoCOCO: Robustness Benchmark of MS-COCO 3

Fig. 2: Our Benchmark. By adding newly created confusing texts and images into
the existing test set, our proposed benchmarks stress-test the model’s robustness in
understanding visual and semantic details.

To explore this, we generate new sentences with minimal structural changes (i.e.,
altering only one word) while changing its meaning (e.g., “umbrella” → “gun”),
as our language can generate an infinite number of different sentences by chang-
ing just one word. Similarly, for images, we contaminate the original images by
mixing them with unrelated ones, thereby creating new images that retain some
visual context but have disrupted visual coherence. This synthetic approach al-
lows us to create controlled variations that can stress-test the model’s ability to
handle diverse inputs.

These synthesized captions and images are added to the existing test set
to evaluate the model’s capability to accurately retrieve the original ground-
truth captions and images without being confused by the additional contents
(See Figure 2). Despite the simplicity of the alteration, many state-of-the-art
models show considerable performance degradation on the proposed benchmarks
(e.g., 81.9% → 48.4% in BLIP (ViT-B) [49], 66.1% → 37.6% in VSE∞ (WSL
Grid) [10] for Image-to-Text retrieval), as can be seen in Figure 1b. Our discovery
reveals that models trained on even hundreds of millions of data points
can be susceptible to errors which are easily discernible by human
observers. In addition, our further analysis highlights the tendency of current
image-text matching models to overlook subtle details and show more attention
to specific words or image parts.

Finally, to address the vulnerabilities in understanding subtle details of image-
text matching models, we propose Semantic Contrastive (SC) loss and Visual
Contrastive (VC) loss. The SC loss encourages the model to learn semantic de-
tails by increasing the embedding distance between an original image or caption
and a randomly corrupted caption. Similarly, the VC loss facilitates the effec-
tive learning of comprehensive visual information by enlarging the embedding
distance between a randomly corrupted image and an original image or caption.

Our key contributions can be summarized as follows:
• We propose a robustness-evaluation benchmark for the image-text matching

task, and discover significant performance drops across all models regardless
of the extent of large-scale pre-training.

• We study vulnerabilities of image-text matching models and observe that these
models often tend to focus on specific words or image components rather than
comprehending the overall context.

• We propose Semantic and Visual Contrastive Losses to learn details in image
and captions, enhancing the robust alignment in the embedding space.
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2 Related Work

2.1 Image-Text Matching

Methods. Most image-text matching (ITM) methods [10, 16, 19, 22, 36, 44, 71,
76, 77] aim to learn joint visual-semantic embedding (VSE) such that paired
image and text representation in the embedding space are close. In recent years,
large-scale pre-training models [1,7,12,13,38,42,49,50,55,57,78,83] have shown
strong achievement in both zero-shot and fine-tuned performances. Most of these
models adopt transformer architecture and can learn cross-modal representations
benefiting from large-scale image-text pairs.
Datasets. New ITM benchmark datasets, such as Crisscrossed Captions (CxC) [58]
and ECCV caption [15], have been proposed to extend MS-COCO. These datasets
aim to improve associations and address false negatives in MS-COCO. However,
our main focus differs as we aim to assess the vulnerability of models rather than
providing improved benchmark datasets.

2.2 Robustness Test

Unimodal. Robustness in deep learning methods has been actively studied in
both computer vision and natural language processing (NLP) areas. In computer
vision, one research direction is data poisoning [5,11,29,34,72], which attacks the
robustness of models during training by adding images with small perturbations.
Meanwhile, adversarial attack studies [9,17,27,30,43] inject imperceptible noises
to test images so that a model can make wrong predictions. For image retrieval
task, Li et al. [47] showed that adding invisible noise to a query image can make
the model return incorrect images. Another line of research [32, 33, 35] has pro-
posed new ImageNet benchmarks for common robustness evaluation. In NLP,
research on data poisoning [74] and adversarial attacks [2,6,20,21,25,39,45] has
also been actively studied to fool the prediction of models. Adversarial examples
are produced by character-level modifications [4], paraphrasing sentences [37],
or substituting a word with a synonym [54, 65]. The main difference between
these methods and our work is that while the previous works generate human
imperceptible noises and texts that preserve their original meaning, we inten-
tionally create images and texts that are perceptibly different and disrupt their
original meaning. Our intuition is straightforward: a robust model should not be
confused by such simple alterations, which are too obvious for humans.
Multimodal. As vision-language models have generated growing research in-
terest, robustness work for cross-modal domain has been actively studied [8,
52, 59, 79]. Especially, in visual question answering (VQA), diverse robustness-
evaluation benchmarks [26, 28, 53, 68, 69, 82] have been proposed. Recently pro-
posed LANCE [62] shares similarity with ours in terms of manipulating words
within text and introducing variations in images. LANCE generates counterfac-
tual images with diverse transformations using a language guide by employing
image-text models, such as CLIP [63] and BLIP [49]. Our purpose is different
from LANCE as we aim to create a benchmark dataset for evaluating those
models, CLIP and BLIP.
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3 Robustness-Evaluation Benchmark

3.1 Observations motivating the proposed approach

Our goal is to quantitatively evaluate how well vision-language (VL) models
understand both text and image. Specifically, we measure the robustness of a
VL model through our proposed benchmark, which assesses how robustly the
model retrieves the ground-truth image or caption instead of our visually altered
image or semantically altered caption.

Based on the examples observed from the BLIP [49] model from Figure 1a,
we generate altered captions and images that are capable of assessing the model’s
vulnerability. Firstly, to assess the model’s ability for understanding the overall
details between the image and text, we introduce semantically altered captions
to make the image-to-text task challenging. Specifically, we create a semantically
altered caption by replacing one word in the caption to change the meaning of
the sentence. For example, replacing “umbrella” with “gun” as in Figure 1a (1).

Likewise, we generate a visually altered image with noticeable changes by
mixing an unrelated image into an original image (Figure 1a (2)). Surprisingly,
even though the visually altered image is easily discernible by humans, we ob-
serve that the VL model often favors a mixture of unintended images rather
than the desired (ground-truth) ones. In the following sections, we describe the
generation process in detail.

3.2 Semantically Altered Caption Generation

Source Word Selection via Embedding-Influence. To introduce discern-
able changes in the meaning of a caption, we focus on nouns for replacement.
For effective confusion in a caption, we choose a word that has minimal impact
on the embedding output. This idea is inspired by the common practice in which
models measure similarity between the feature embedding of image and text en-
coders trained on image-text pairs [10, 49, 63]. We hypothesize that even with
considerable changes in the semantic meaning, the model would be confused
with the original (ground-truth) caption if the feature embedding changes little.

To estimate the influence of a word, we propose embedding-influence (EI)
score. EI sore measures the change in embedding when the word is removed from
the caption. Given a text encoder fT , and a caption C = {cm | m = 1, · · · ,M},
where M is the number of words in C, the embedding-influence (EI) score of a
word, cs, is defined by

EI(cs) = 1− < fT (C), fT (C \ cs) >
∥ fT (C) ∥∥ fT (C \ cs) ∥

, (1)

where <,> denotes the dot (inner) product operation. A low EI score means
that the word has little influence on the embedding output of the caption. Given
its limited influence compared to other words, substituting this word with a
different word is expected to have low impact on the overall embeddings, which
may lead to confusision between the modified caption and the original (ground-
truth) caption. We demonstrate this choice in Section 4.3.
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Table 1: Added Concept Groups. We include new concepts. Table shows added
unique concepts and 3 random words from each group. Examples from Same-concept
can test if the model can correctly recognize the semantic differences.

concept group #concepts concept lemmas (sampled) examples from ‘Same-concept’ (Ground-truth / Semantically-altered)

material 32 metal, plastic, wooden Five bagels are on a (metal / wood) rack.
color 28 black, white, brown (Brown / Green) and black dog looking at a person holding a frisbee.
direction 50 front, top, bottom A book sitting on (top / bottom) of a wooden desk.
vehicle_part 12 hood, wheel, tire A cat by an overturned pot and a bicycle (wheel / timer).
shape 15 round, square, octagon (Square/ Round) dishes hold main dishes while a banana is ...
event 11 Christmas, birthday, wedding A table set for a traditional (Thanksgiving / Christmas) dinner.
number 14 one, five, hundreds (Hundreds / Five) of people gathered in the park with ...

Table 2: Models for EI scores.
Model COCO-trained Text backbone

VSRN Finetuned Bi-GRU [14]
CLIP Zero-shot Transformer [73]
VSE∞ Finetuned BERT [18]
BLIP Finetuned BERT [18]

To ensure generalizability and not
limit the choice of nouns to a specific
model, we use four representative mod-
els in Table 2 (i.e., VSRN [51], CLIP [63],
VSE∞ [10], BLIP [49]), and measure the
EI score of each word. We select a word
with the least influence across the models. If the word is chosen by the majority
of models, it is replaced by a target word (see Section 3.2). If there are multi-
ple candidates of nouns, we randomly choose one. Interestingly, the words with
the lowest embedding influence exhibit little variation across the models. We
provide further details in Appendix Section A. In our evaluation, we not only
include these four models but also add ten additional models not involved in
noun selection process for a more comprehensive assessment.

Altered Word Selection for Diverse Benchmark Captions. To generate
semantically altered captions covering various scenarios, we need to determine an
“altered (replacement) word” replacing the source (original) word chosen in the
previous section. To choose an altered word, we employ four different policies.
First, we use concept groups from GRIT benchmark [31], which categorizes nouns
from popular datasets including COCO into 24 concept groups such as food,
people, and places. We add 7 concept groups (see Table 1) for words that are
hard to be included in the given concept groups. Next, we categorize words
according to the concept groups. Then, an original word is randomly replaced by
any altered word inside Same-concept or Diff-concept. For example, Same-
concept replaces “umbrella” with an altered word from the same concept (i.e.,
tools), which can be “rope” or “boxes”. Diff-concept replaces “umbrella” with
an altered word selected randomly from different concepts, such as “pizza” from
“food” concept, or “monkey” from “animal” concept.

Next, to stress-test with a wider range of words, we employ the BERT [18]
vocabulary (Rand-voca). We randomly select an altered word consisting of only
English letters, excluding those in other languages or special characters. Lastly,
we create a special case (Danger) by using words related to public security.
This allows us to evaluate the models’ ability to comprehend critical situations
that could potentially pose a threat to human safety. For instance, we replace
“umbrella” with “gun” or “weapon”. Examples of the semantically altered captions
can be seen in Figure 3.
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Fig. 3: Example of semantically altered captions. (Left) Original MS-COCO
image and captions. (Right) Our generated captions, Rand-voca, Same-concept, Diff-
concept, and Danger from top to bottom. The model’s robustness is evaluated if it can
correctly retrieve the original ground-truth caption, in the presence of newly generated
semantically altered captions.

3.3 Visually Altered Image Generation
To generate visually altered images that preserve some visual context but have
disrupted visual coherence, we employ two simple image mixing techniques. One
is the Mixup-style approach [81], where two images are blended together in
different proportion (Mix). The other method inserts a patch of an unrelated
image onto the original image, as in CutMix [80] (Patch). For simplicity, the
unrelated image is randomly selected from the COCO test set, but it can be
selected from any other dataset. When inserting an unrelated image xf into
an original image xo, we use two mixing ratios λ and M for Mix and Patch,
respectively, as follows:

Mix : x̃ = λxo + (1− λ)xf ,

Patch : x̃ = M ⊙ xo + (1 − M)⊙ xf ,

where M ∈ {0, 1}W×H denotes a binary mask at a randomly chosen location of
the unrelated patch, where W is width and H is height of an image. The portion
of 1 in M is adjusted according to the mixing ratio of λ =

∑
i,j Mi,j

W×H . Figure 4
shows the examples of visually altered images. Creating these visually altered
images and adding them to the gallery set provides an easy yet effective method
to measure the robustness of the model.

Fig. 4: Example of visually altered images with different λ.
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4 Experiments and Results

4.1 Experimental setting

In this section, we evaluate the existing image-text matching (ITM) models on
our new dataset, RoCOCO. For Image-to-Text retrieval, we expand MS-COCO
test data [40] by adding new 25,000 semantically altered captions to the existing
25,000 original captions, creating a gallery of 50,000 captions. We then retrieve
text from this expanded gallery. Likewise, for Text-to-Image retrieval, we add
new 5,000 visually altered images to the existing 5,000 original images, resulting
in an image gallery of 10,000 images.

Evaluation Metrics. Recall@k, especially Recall@1 (R@1), is the most pop-
ular metric for evaluating the existing ITM methods. In this paper, we propose
two metrics, Drop Rate and Recall Score of Manipulated Samples (RSMS) in
addition to R@1. Drop rate measures the relative decrease in R@1 compared
to the evaluation on the original COCO 5K test set. We calculate drop rate as
(R@1−RNew@1)/R@1. RSMS calculates the percentage of newly added seman-
tically altered captions and visually altered images that are retrieved as top 1.
This can quantitatively estimate the vulnerability of a model.

Models for Evaluation. We compare 14 state-of-the-art Image-Text Match-
ing (ITM) models, whose trained weights are available to the public. They can
be categorized into two groups; large-scale vision-language (VL) pre-training
and visual semantic embedding groups. Large-scale VL pre-training group in-
cludes CLIP with ViT-B/32, ViT-B/16 and ViT-L/14 backbones [63], fine-tuned
ALBEF [50], and zero-shot and fine-tuned BLIP with ViT-B and ViT-L back-
bones [49]. While ‘zero-shot’ and ‘fine-tuned’ models are both pre-trained on
large-scale datasets, ‘zero-shot’ refers to not being fine-tuned with COCO train
set. Visual semantic embedding group includes models using region features
based on bottom-up attention [3] and SCAN [44]: VSRN [51], SAF, SGR [19],
and VSE∞ [10].

4.2 Re-evaluation on RoCOCO

Image-to-Text Retrieval. Table 3 reports the image-to-text retrieval results
on our new datasets. First, we observe the highest performance degradation on
Rand-voca, with BLIP ViT-B showing a decrease of nearly 50%. This can be
attributed to the fact that Rand-voca contains numerous unexpected words that
do not commonly appear together in captions. This observation suggests that
models are vulnerable to sentences comprising unfamiliar word combinations
that rarely appear in the trained captions.

Furthermore, we can observe consistent degradation across all vision-language
models, with drop rates ranging from 11% to 51% and RSMS from 13% to 55%,
regardless of methods or the scale of pre-training datasets (e.g., 400M image
pairs in CLIP [63], 129M in BLIP [49], 14M in ALBEF [50]). We assume that
commonly used image-text matching loss might be vulnerable to a single-word
change in the caption because the loss is used to minimize only the distance
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Table 3: Image-to-Text retrieval results. Models are re-evaluated on our newly
proposed RoCOCO datasets: Rand-voca, Same-concept, Diff-concept, and Danger. Re-
call@1 (R@1)(↑), drop rate(↓), Recall Score of Manipulated Samples (RSMS)(↓) are
shown. We can observe consistent degradation across all vision-language models.

COCO 5K Rand-voca Same-concept Diff-concept Danger
R@1 R@1 drop rate RSMS R@1 drop rate RSMS R@1 drop rate RSMS R@1 drop rate RSMS

Large-scale VL pre-training models
CLIP ViT-B/32 (zero-shot) [63] 50.10 36.88 -26.39% 33.56 36.58 -26.99% 34.52 38.28 -23.59% 31.18 42.18 -15.81% 19.69
CLIP ViT-B/16 (zero-shot) [63] 52.44 40.16 -23.42% 31.26 39.84 -24.03% 31.68 40.56 -22.65% 28.52 44.67 -14.81% 18.19
CLIP ViT-L/14 (zero-shot) [63] 56.04 41.42 -26.09% 31.72 43.08 -23.13% 30.06 43.38 -22.59% 28.24 46.48 -17.06% 30.16
ALBEF [50] 77.58 59.38 -23.46% 26.76 60.92 -21.47% 24.94 60.44 -22.09% 24.22 63.37 -18.32% 20.43
BLIP ViT-B (zero-shot) [49] 70.54 34.84 -50.61% 55.62 48.52 -31.22% 37.26 43.30 -38.62% 43.92 42.39 -39.90% 43.99
BLIP ViT-B [49] 81.90 48.44 -40.85% 44.06 59.30 -27.59% 31.42 57.28 -30.06% 34.14 67.81 -17.21% 18.92
BLIP ViT-L (zero-shot) [49] 73.66 47.34 -35.73% 38.62 56.98 -22.64% 26.68 55.68 -24.41% 27.78 55.93 -24.07% 26.54
BLIP ViT-L [49] 82.36 64.56 -21.61% 24.00 70.46 -14.45% 16.88 70.32 -14.62% 17.00 72.37 -12.13% 13.73

Visual Semantic Embedding models
VSRN [51] 52.66 44.98 -14.58% 16.28 47.38 -10.03% 12.32 48.36 -8.17% 9.42 46.78 -11.17% 12.77
SAF [19] 55.46 41.32 -25.50% 28.46 44.70 -19.40% 24.02 47.50 -14.35% 18.28 42.77 -22.88% 26.35
SGR [19] 57.22 43.66 -23.70% 26.86 45.68 -20.17% 23.78 48.00 -16.11% 19.46 44.90 -21.53% 24.72
VSE∞ (BUTD region) [10] 58.02 32.72 -43.61% 46.76 41.78 -27.99% 31.60 37.90 -34.68% 38.72 37.66 -35.09% 37.38
VSE∞ (BUTD grid) [10] 59.40 31.78 -46.50% 48.92 42.36 -28.69% 31.68 39.00 -34.34% 38.40 39.71 -33.15% 35.32
VSE∞ (WSL grid) [10] 66.06 37.56 -43.14% 46.08 50.00 -24.31% 27.74 45.08 -31.76% 34.32 45.39 -31.29% 33.07

Fig. 5: Examples of incorrectly retrieved texts with BLIP from Same-
concept (Image-to-Text). Captions with incorrect details are ranked at the top
1, while the correct captions are ranked lower.

between image-text pairs for learning multimodal representations. In addition,
Figure 5 presents qualitative examples evaluated with BLIP (ViT-B) from Same-
concept dataset. Our results highlight the importance of developing a robust
training strategy for ITM models that can better capture word-level semantic
meaning and align it with images.

Text-to-Image Retrieval. We evaluate VL methods on the new image set
with λ = 0.9, 0.8 in Table 4. The images are generated using three random
seeds, and the averaged results are reported. It can also be observed that all VL
methods consistently exhibit performance degradation, with drop rates ranging
from 9% to 39% and RSMS from 11% to 42%.

In addition, in Figure 6, we present examples of incorrect image retrievals
using BLIP (ViT-B) when λ is set to 0.8. For instance, the face of the boy on
the left is obscured, which is a crucial detail for relating to the query “Two black
children.” While humans would generally prefer the ground-truth clean images
over these mixed images, we observe that the models often overlook details and
prefer the contaminated images. We argue that this evaluation is simple yet
effective for assessing the robustness of the models. More results with different
λ values can be found in Appendix (Section B).
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Table 4: Text-to-Image retrieval. Models are evaluated with our new Mix and
Patch with different λ. We report Recall@1 (R@1)(↑), drop rate(↓), Recall Score of
Manipulated Samples (RSMS)(↓), averaged over three random image generations with
different seeds. We can see consistent degradation across all vision-language models.

COCO 5K Mix (λ = 0.9) Mix (λ = 0.8) Patch (λ = 0.9) Patch (λ = 0.8)
R@1 R@1 drop rate RSMS R@1 drop rate RSMS R@1 drop rate RSMS R@1 drop rate RSMS

Large-scale VL pre-training models
CLIP ViT-B/32 (zero-shot) [63] 30.14 20.29 -32.68% 33.55 22.79 -24.39% 26.03 22.49 -25.38% 28.63 24.15 -19.87% 23.69
CLIP ViT-B/16 (zero-shot) [63] 33.03 20.05 -39.30% 39.00 23.57 -28.64% 29.88 22.58 -31.64% 35.18 24.70 -25.22% 29.41
CLIP ViT-L/14 (zero-shot) [63] 36.14 25.49 -29.47% 28.99 27.75 -23.22% 24.29 27.56 -23.74% 27.64 29.09 -19.51% 23.97
ALBEF [50] 60.67 44.13 -27.27% 26.60 48.02 -20.85% 21.11 48.86 -19.47% 19.58 51.80 -14.62% 15.30
BLIP ViT-B (zero-shot) [49] 56.36 39.03 -30.75% 31.54 43.94 -22.04% 22.28 41.96 -25.55% 27.56 45.05 -20.07% 22.79
BLIP ViT-B [49] 64.31 40.71 -36.70% 39.93 46.97 -26.96% 30.84 48.40 -24.74% 42.57 52.61 -18.19% 21.45
BLIP ViT-L (zero-shot) [49] 58.18 44.29 -23.87% 25.13 47.61 -18.17% 19.96 46.79 -19.58% 21.07 49.50 -14.93% 16.50
BLIP ViT-L [49] 65.06 41.87 -35.64% 42.45 48.92 -24.81% 33.91 48.55 -25.38% 29.17 49.50 -23.92% 22.10

Visual Semantic Embedding models
VSRN [51] 40.34 27.04 -32.97% 39.05 31.36 -22.26% 28.87 30.08 -25.43% 31.11 32.50 -19.43% 24.80
SAF [19] 40.11 30.90 -22.96% 27.84 33.37 -16.80% 22.87 32.50 -18.97% 23.78 34.03 -15.16% 19.69
SGR [19] 40.45 30.71 -24.08% 28.08 33.41 -17.40% 22.57 32.40 -19.90% 23.95 34.08 -15.75% 19.90
VSE∞ (BUTD region) [10] 42.46 31.57 -25.65% 30.74 35.61 -16.13% 20.45 34.17 -19.52% 23.51 36.48 -14.08% 17.28
VSE∞ (BUTD grid) [10] 44.07 30.22 -31.43% 36.68 35.26 -19.99% 25.00 35.70 -18.99% 23.52 38.75 -12.07% 15.82
VSE∞ (WSL grid) [10] 51.55 34.31 -33.44% 38.60 40.40 -21.63% 26.26 43.67 -15.29% 18.39 46.87 -9.08% 11.31

Fig. 6: Examples of images incorrectly retrieved by BLIP when λ = 0.8
(Text-to-Image). The first two examples are from the Patch, while the last one is
from the Mix. In the Patch examples, some important areas are obscured. For instance,
the face of the boy on the left is obscured, which is a crucial detail for relating to the
query “Two black children.” In the Mix example, unrelated image of a “plane” is visible.

4.3 Analysis and Discussions

Each word within a caption has a different impact on the embedding.
In Section 3.2, we introduce the Embedding-Influence (EI) score. Figure 7 illus-
trates the varying EI scores of words within each caption, with the red color

Fig. 7: Varying influence of a word in
a caption. Red indicates higher influence.

indicating higher influence. The noun
with the highest EI score is under-
lined in red, while the noun with
the lowest score is underlined in gray.
For instance, in the first caption,
the noun “umbrella” has a relatively
lower influence compared to the noun
“tram,” even though it carries sig-
nificant meaning within the caption.
Therefore, replacing the word “um-
brella” can lead to a notable change in semantic meaning without significantly
affecting the original embedding.
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Table 5: Effects of using EI scores. Deleting a source word with the lowest EI
score results in the largest performance drop, causing the feature embedding to remain
confusingly similar to the original.

COCO Random Deletion High EI Deletion Low EI Deletion
R@1(↑) R@1(↑) drop rate(↓) RSMS(↓) R@1(↑) drop rate(↓) RSMS(↓) R@1(↑) drop rate(↓) RSMS(↓)

CLIP ViT-B/32 (zero-shot) [63] 50.10 38.58 -22.99% 29.66 42.76 -14.65% 21.84 36.04 -28.06% 32.30
CLIP ViT-L/14 (zero-shot) [63] 56.04 42.54 -24.09% 30.4 48.58 -13.31% 20.42 39.22 -30.01% 33.74
BLIP ViT-B (zero-shot) [49] 70.54 45.58 -35.38% 40.54 57.14 -19.00% 25.80 36.34 -48.48% 52.48
BLIP ViT-B [49] 81.90 65.54 -22.46% 19.98 72.74 -11.18% 14.06 59.28 -27.62% 30.10
VSRN [51] 52.66 44.7 -15.12% 18.02 43.46 -17.47% 22.56 38.56 -26.78% 29.36
VSE∞ (BUTD region) [10] 58.02 34.2 -41.05% 45.58 40.58 -30.06% 38.06 30.02 -48.26% 50.72
VSE∞ (BUTD grid) [10] 59.40 34.3 -42.26% 46.46 39.92 -32.79% 39.78 30.46 -48.72% 51.54
VSE∞ (WSL grid) [10] 66.06 40.8 -38.24% 41.68 47.32 -28.37% 33.76 36.56 -44.66% 47.14

Fig. 8: Varying influence of spatial regions on the embedding. The similarity
heatmap shows the cosine similarity between the embedding of the original image and
the embedding when each part is masked. Dark colors indicate higher similarity (less
influence), meaning the embedding changes little when that part is removed. White
colors indicate important areas where significant changes occur. Even when specific
parts are replaced with unrelated scenes (e.g., a kite), the model may overlook these
changes because other, more influential parts (e.g., the boy’s face) remain.

Manipulating words with low EI scores proves to be an effective
approach for semantic-shift confusion. To demonstrate this, we evaluate
model performance by removing words in captions using different methods. “Ran-
dom” method randomly removes a noun, while “Large EI” removes the noun with
the highest EI score, and vice versa for “Low EI”. We create new captions by sim-
ply deleting the original word without replacement to mitigate the impact of the
altered word. Table 5 shows that deleting words with low EI scores is the most
effective approach for misleading the models, while deleting words with high EI
scores results in minimal performance degradation. This finding supports our
hypothesis that leveraging the influence of words on embedding features can ef-
fectively confuse the models. Thus, manipulating words with low EI scores can
be an effective method for assessing the robustness of newly trained models.

The influence of each spatial part on the embedding varies within a
single image. To examine why the model can be deceived by unrelated images,
we analyze the impact of each spatial location on the feature embedding. We
divide the image into 16 parts and mask each part to zeros, to observe the changes
in the embedding. The heatmap in Figure 8 illustrates the cosine similarity
between the embedding of the original image and the image embedding when
each corresponding part is masked. In the cases where visually altered images
are retrieved as top 1, we can observe that influential parts like “boy” or “toilet”
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Table 6: Image-to-Text retrieval on dataset with multiple words substitu-
tions. The results are averaged over generations with three different random seeds.
Recall@1 (R@1)(↑), drop rate(↓), Recall Score of Manipulated Samples (RSMS)(↓) are
shown. Models can confuse sentences even when semantic meaning is largely damaged.

COCO 2 words substitution 3 words substitution 4 words substitution 5 words substitution
R@1 R@1 drop rate RSMS R@1 drop rate RSMS R@1 drop rate RSMS R@1 drop rate RSMS

Large-scale VL pre-training models
CLIP ViT-B/32 (zero-shot) [63] 50.10 42.89 -14.39% 19.71 46.07 -8.04% 12.67 47.45 -5.29% 8.15 48.37 -3.45% 5.46
CLIP ViT-B/16 (zero-shot) [63] 52.44 45.35 -13.52% 19.07 48.43 -7.65% 11.89 49.97 -4.71% 8.01 50.61 -3.49% 5.95
CLIP ViT-L/14 (zero-shot) [63] 56.04 47.35 -15.51% 22.18 50.22 -10.39% 15.78 51.99 -7.23% 11.56 53.07 -5.30% 8.27
ALBEF [50] 77.58 72.43 -6.64% 2.40 73.03 -5.86% 0.88 73.23 -5.61% 0.43 73.26 -5.57% 0.32
BLIP ViT-B (zero-shot) [49] 70.54 53.04 -24.81% 30.75 62.99 -10.70% 14.72 67.95 -3.67% 5.44 69.73 -1.15% 1.86
BLIP ViT-B [49] 81.90 73.62 -10.11% 12.76 77.45 -5.43% 7.10 79.54 -2.88% 4.05 80.48 -1.73% 2.51
BLIP ViT-L (zero-shot) [49] 73.66 60.35 -18.07% 21.66 67.99 -7.70% 10.16 71.63 -2.76% 3.93 72.87 -1.07% 1.61
BLIP ViT-L [49] 82.36 73.93 -10.24% 12.65 77.93 -5.38% 7.45 79.81 -3.10% 4.23 80.98 -1.68% 2.54
Visual Semantic Embedding models
VSRN [51] 52.66 45.07 -14.41% 17.79 47.89 -9.06% 11.33 49.89 -5.26% 7.08 50.99 -3.17% 4.29
SAF [19] 55.46 44.06 -20.56% 20.29 47.22 -14.86% 26.71 50.02 -9.81% 15.12 51.71 -6.76% 10.85
SGR [19] 57.22 43.57 -23.86% 28.53 46.98 -17.90% 22.79 49.81 -12.95% 17.49 51.91 -9.28% 13.09
VSE∞ (BUTD region) [10] 58.02 33.94 -41.50% 46.81 37.15 -35.98% 42.66 40.39 -30.39% 37.79 43.17 -25.60% 33.01
VSE∞ (BUTD grid) [10] 59.40 34.79 -41.44% 45.95 38.03 -35.98% 41.75 41.17 -30.68% 37.14 44.97 -24.30% 30.57
VSE∞ (WSL grid) [10] 66.06 39.95 -39.52% 43.79 44.04 -33.33% 38.44 48.29 -26.90% 32.85 51.73 -21.69% 27.51

Fig. 9: Example of substituting four random words evaluated with BLIP
(ViT-B). We find that the model can be confused by highly nonsensical and frag-
mented sentences. We hypothesize that the model focuses on specific words (e.g., “mo-
torcycle" in the first image) rather than comprehending the language as a whole.

still remain despite obscuring some important parts like “kyte” or “a man’s face”.
This finding indicates that certain parts of the image have a stronger impact on
the retrieval outcomes than the other parts.

VL models can be misled by highly nonsensical sentences with multi-
ple word replacements. To further investigate the vulnerability of VL models,
we conduct experiments where two to five words in the captions are randomly
replaced with words from the BERT vocabulary. Due to the brevity of some
captions, we do not restrict the source words to nouns. Figure 9 presents exam-
ples of top-1 retrieval results from BLIP (ViT-B) for captions with four word
replacements. Interestingly, these broken captions often include at least one cor-
rect keyword, such as “motorcyclist” in the first image. This suggests that the
model may prioritize specific words over understanding the sentence as a whole.
These findings are consistent with the observation by [79], that VL models
behave like bags-of-words, ignoring word order in sentences. Our results with
random word replacements further reveal that VL models may heavily rely on
the presence of specific words, even when the sentences are nonsensical and
fragmented. Additionally, the results in Table 6 quantitatively show meaningful
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performance degradation across the model, when the original semantic meaning
is significantly disrupted. Large-scale pretraining methods demonstrate better
robustness than VSE models when multiple words are changed simultaneously.

5 Semantic and Visual Contrastive Loss for Robustness
Throughout our study, we have observed that VL models tend to overlook seman-
tic and visual details. To address this issue, we propose the Semantic Contrastive
(SC) loss and Visual Contrastive (VC) loss, which encourages the model to learn
details in texts and images, respectively. Given a text encoder fT , an image en-
coder fI , an image x, a corrupted image xcorrupt, a caption c, and a corrupted
caption ccorrupt, SC and VC losses are defined by:

LSC =
1

2

 < fT (ccorrupt), fI(x) >

∥ fT (ccorrupt) ∥∥ fI(x) ∥︸ ︷︷ ︸
L(ccorrupt,x)

+
< fT (ccorrupt), fT (c) >

∥ fT (ccorrupt) ∥∥ fT (c) ∥︸ ︷︷ ︸
L(ccorrupt,c)

 , (2)

LV C =
1

2

 < fI(xcorrupt), fI(x) >

∥ fI(xcorrupt) ∥∥ fI(x) ∥︸ ︷︷ ︸
L(xcorrupt,x)

+
< fI(xcorrupt), fT (c) >

∥ fI(xcorrupt) ∥∥ fT (c) ∥︸ ︷︷ ︸
L(xcorrupt,c)

 . (3)

Minimizing the losses will encourage the model to decrease the similarity
(i.e., increase the difference) between the corrupted and original embeddings.
Firstly, to improve robustness for semantic details, SC loss has two components.
(1) L(ccorrupt, x) reduces the similarity between the embeddings of the orig-
inal images and their corresponding corrupted captions. This loss allows the
model to capture shifts in meaning within similar sentences, with the aim of
achieving a more solid alignment between the embeddings of the ground-truth
images and text. (2) L(ccorrupt, c) encourages the model to increase the difference
between similar sentences, thereby capturing semantic details more effectively.
Likewise, to learn visual details within images, VC loss has two components. (1)
L(xcorrupt, x) is designed to increase the distance between corrupted image and
original image embeddings. (2) L(xcorrupt, c) increases the distance between cor-
rupted image and original caption embeddings to enhance the robust alignment
between caption and visual details.

In each batch, we generate a corrupted caption ccorrupt by randomly selecting
words within the caption to be replaced with a probability of p (set to 0.3).
These selected words are then substituted with random words from the BERT
vocabulary with a probability of q (set to 0.5), or deleted with a probability of 1−
q. Corrupted images are created with a 0.5 probability by randomly manipulating
images within a batch using either the Mixup [81] or CutMix [80].

To demonstrate the effectiveness of the proposed Semantic and Visual Con-
trastive loss, we train BLIP ViT-B with the same training details as the original
paper, except for the inclusion of SC and VC losses. As shown in Figure 10, em-
ploying SC and VC losses significantly improves Recall@1 and RSMS for both
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(a) Recall@1(↑) (b) RSMS(↓) (c) Recall@1(↑) (d) RSMS(↓)

Fig. 10: Simple Semantic Contrastive Loss and Visual Contrastive Loss can
significantly improve robustness of BLIP (ViT-B) model. (a) and (b): Image-
to-Text Retrieval. (c) and (d): Text-to-Image Retrieval.

image-to-text (I2T) and text-to-image (T2I) retrieval tasks. Especially, a sub-
stantial improvement is observed in the Rand-voca setting (e.g., Recall@1: 48.4
→ 68.2 and RSMS: 44.1 → 17.5). This improvement can be attributed to our
strategy of constructing corrupted captions using random selections from the
BERT vocabulary. In addition, interestingly, in image-to-text retrieval, using
not only the SC loss, which is explicitly designed to learn semantic details, but
also the VC loss, has led to further performance improvement. This observation
suggests that enhancing the robustness of image embeddings can help training
a robust alignment of embeddings across both modalities.

6 Conclusion and Discussion

The paper discovers that current vision-language models are vulnerable to cap-
turing visual and semantic details, often focusing instead on specific words or
spatial regions. To stress-test VL models, we propose a new methodology for
creating a robustness benchmark and demonstrate consistent degradation across
various state-of-the-art models using our RoCOCO dataset. To address this issue,
we introduce semantic and visual contrastive losses. We hope that our findings
provide insights for improving the robustness of VL models and for developing
more diverse stress-test methods.

Limitations. One limitation is that the process of randomly replacing words
can result in unnatural sentences, such as “A war on bicycle riding next to a
train (man → war).” Additionally, the altered images are not natural and can
be considered out-of-distribution data. Therefore, future work should explore
methods for generating more realistic and challenging texts and images, po-
tentially using large language models like GPT-4 or generative models such as
Stable Diffusion [66]. Another limitation is that the four models used in adver-
sarial caption generation may be more susceptible to performance degradation.
However, among the 14 models we evaluated, there was no significant difference
between the 4 models used for dataset generation and the 10 models that were
not involved in data generation. This could be attributed to the fact that many
current models use common frozen language models like BERT. However, the
trends in future models may differ, and further research should explore more
generalizable methods for generating sentences.
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Appendix

A Statistics of Source Words Selected by EI scores.

Figure 11 represents the statistics of source words selected based on the lowest
EI scores across four models. Figure 11 (a) displays the level of agreement among
models in selecting the word with the lowest EI scores. The x-axis represents the
maximum number of agreements among the four models in selecting the word
with the lowest EI score, while the y-axis represents the number of captions.
Interestingly, in over 70% of cases, two or more models select the same word,
despite being trained using different architectures and datasets (e.g., more pre-
training data). Furthermore, Figure 11 (b) illustrates the distribution of the
selected source word, which exhibits a long-tailed distribution. This highlights a
common vulnerability in the current image-text matching approach, suggesting
that attacks can have a universal impact.

(a) Consensus among models. (b) Source word distribution.

Fig. 11: Statistics of source words selected by EI scores. (a) Consensus among
models. x-axis indicates the number of consensus models that pick the same word, y-
axis the frequency of consensus for each case in x-axis over all captions. (b) The source
word distribution exhibits a long-tailed distribution.

B Text-to-Image Retrieval

We report the results on new image set with λ = 0.7, 0.6 in Table 7. We can still
observe meaningful performance drop, when the added images are more signifi-
cantly perturbed that seemed less confusing. In most cases, Incorrect Recall@1
exceeded 10%. In BLIP [49], performance degradation occurred more in fine-
tuned models than in zero-shot models. We conjecture that this is because the
models overfitted to COCO dataset during finetuning. We display the examples
of retrieving incorrect images with BLIP ViT-B when λ = 0.6, 0.7 in Figure 12.
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Table 7: Text-to-Image retrieval. Models are evaluated with our new benchmark:
Mix and Patch with different λ. Recall@1 (R@1)(↑), drop rate(↓), Incorrect Recall@1
(IR@1)(↓) are shown. The results are averaged over image generations with three differ-
ent random seeds. We can see consistent degradation across all vision-language models.

COCO 5K Mix (λ = 0.7) Mix (λ = 0.6) Patch (λ = 0.7) Patch (λ = 0.6)
R@1 R@1 drop rate IR@1 R@1 drop rate IR@1 R@1 drop rate IR@1 R@1 drop rate IR@1

Large-scale VL pre-training models
CLIP ViT-B/32 (zero-shot) [63] 30.14 25.24 -16.25% 19.16 26.87 -10.84% 14.34 25.18 -16.45% 20.27 25.96 -13.86% 17.97
CLIP ViT-B/16 (zero-shot) [63] 33.03 26.60 -19.46% 22.48 28.67 -13.19% 16.90 26.14 -20.85% 25.64 27.12 -17.88% 22.76
CLIP ViT-L/14 (zero-shot) [63] 36.14 30.45 -15.75% 18.59 32.01 -11.43% 15.17 30.33 -16.08% 21.16 30.96 -14.34% 19.30
ALBEF [50] 60.67 52.53 -13.42% 14.44 55.91 -7.85% 9.19 53.71 -11.47% 12.54 54.75 -9.76% 10.92
BLIP ViT-B (zero-shot) [49] 56.36 48.12 -14.62% 16.52 50.81 -9.85% 11.70 46.97 -16.66% 18.74 48.38 -14.16% 16.33
BLIP ViT-B [49] 64.31 53.56 -16.72% 20.15 57.77 -10.18% 13.45 55.20 -14.17% 16.79 56.68 -11.87% 14.82
BLIP ViT-L (zero-shot) [49] 58.18 51.21 -11.98% 13.82 53.69 -7.71% 9.38 51.05 -12.25% 13.96 52.28 -10.14% 11.95
BLIP ViT-L [49] 65.06 52.06 -19.98% 24.43 57.08 -12.27% 16.19 55.58 -14.57% 18.05 57.19 -12.10% 15.41

Visual Semantic Embedding models
VSRN [51] 40.34 34.80 -13.72% 19.24 37.04 -8.17% 12.69 34.01 -15.68% 21.31 34.99 -13.25% 18.59
SAF [19] 40.11 35.55 -11.37% 16.57 36.91 -7.98% 12.32 35.22 -12.20% 16.81 35.75 -10.87% 15.24
SGR [19] 40.45 35.59 -12.01% 16.54 37.23 -7.96% 11.96 35.23 -12.90% 17.12 35.85 -11.37% 15.53
VSE (BUTD region) [10] 42.46 38.74 -8.76% 11.99 40.38 -4.90% 7.20 38.18 -10.08% 13.57 38.99 -8.17% 11.42
VSE (BUTD grid) [10] 44.07 39.01 -11.47% 15.39 41.22 -6.46% 9.26 40.10 -9.00% 12.12 40.94 -7.09% 9.94
VSE (WSL grid) [10] 51.55 45.13 -12.46% 15.70 47.97 -6.95% 9.30 48.37 -6.17% 8.02 48.93 -5.08% 6.58

C Substituting more words

The results in Table 6 show meaningful performance degradation across the en-
tire model, even when the original semantic meaning is significantly disrupted.
When more words are substituted to create a stranger sentence (e.g., 5 words
substitution), a large-scale vision-language pre-training models demonstrate rel-
ative robustness compared to the visual semantic embedding models.

Figure 13 shows examples of newly added captions that BLIP ViT-B model
has retrieved as top 1. While the created captions are not natural, they include
some keywords. Thus, we can conclude that the model is focusing on some nouns
rather than the whole sentence.
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(a) λ = 0.6

(b) λ = 0.7

Fig. 12: Text-to-Image retrieval examples.
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(a) Two words substitution

(b) Three words substitution

(c) Five words substitution
Fig. 13: Examples of substituting multiple random words with BLIP (ViT-
B).
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