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築地の軒先で売られているのは、  
ものだけじゃないんです。  
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持ち帰っていただく。  
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Human-level performance 
by ML models.

Andrej Karpathy. http://karpathy.github.io/2014/09/02/what-i-learned-from-competing-against-a-convnet-on-imagenet/ 

Geirhos, Robert, et al. "Generalisation in humans and deep neural networks." Advances in Neural Information Processing Systems. 2018.

Human vs. Deep models in 
selected ImageNet classes

Top-5 error

GoogLeNet 6.8%

ResNet 3.6%

Human 
(Andrej Karpathy) 5.1%

Deep models outperform 
humans in ImageNet validation top-5

http://karpathy.github.io/2014/09/02/what-i-learned-from-competing-against-a-convnet-on-imagenet/


Human-level performance 
by ML models.

Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).



Human-level performance 
by ML models.

Kim, Jin-Hwa, et al. "Multimodal residual learning for visual qa." Advances in neural information processing systems. 2016.



Question: 
ML models are perfect? 



Question: 
ML models are perfect? 
... So can we just leave 

the office?



ML models are not perfect

Thys, Simen, et al. "Fooling automated surveillance cameras: adversarial patches to attack person detection." CVPR 2019

https://www.youtube.com/watch?v=MIbFvK2S9g8 

Expensive Unreliable

https://www.youtube.com/watch?v=MIbFvK2S9g8
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Not covered today 
(but we're interested in!)



For the Remaining Talk,
• Introduction to ML robustness and uncertainty estimates


• Unexpected improvements of robustness & uncertainty 
by state-of-the-art regularization techniques


• Side topic: robustness in non-vision data (music)



DNNs behave fundamentally 
differently from humans.

Cauliflower (1.0) 
(Clean Image)

brain coral (1.0) 
(adversarially attacked)

bubble (0.5) 
(+ Gaussian Noise)

Digital clock (0.2) 
(Out-of-dist.)



DNNs are easily fooled.

Cauliflower (1.0) 
(Clean Image)

brain coral (1.0) 
(adversarially attacked)

+ =

Human 
imperceptible noise



DNNs are unstable against 
natural corruptions.

Geirhos, Robert, et al. "Generalisation in humans and deep neural networks." Advances in Neural Information Processing Systems. 2018.

Hendrycks, Dan, and Thomas Dietterich. "Benchmarking neural network robustness to common corruptions and perturbations." ICLR 2019



Random erasing to improve 
occlusion stability.

Original

Zhong, Zhun, et al. "Random erasing data augmentation." arXiv preprint arXiv:1708.04896 (2017).



CutMix: Regularization Strategy 
to Train Strong Classifiers with 
Localizable Features. 

Sangdoo Yun 
Clova AI Research, 

Naver Corp.

Dongyoon Han 
Clova AI Research, 

Naver Corp.

Seong Joon Oh 
Clova AI Research, 

LINE Plus Corp.

Sanghyuk Chun 
Clova AI Research, 

Naver Corp.

Youngjoon Yoo 
Clova AI Research, 

Naver Corp.

Junsuk Choe 
Yonsei University*

* Visit researcher at Clova AI at the time.



CutMix in a nutshell.

• Unlike Cutout, CutMix uses all input pixels for training.


• Unlike Mixup, CutMix presents realistic local image patches.


• Only 20 lines of code: https://github.com/ClovaAI/CutMix-PyTorch 

https://github.com/ClovaAI/CutMix-PyTorch


Occlusion robustness and 
Positive side-effects.

• Occ. Robustness


• Strong classifier


• Localizable feat.


• Pre-train model


• Detection


• Captioning



Classification performance.
• Great improvement 

over baseline.


• Better than existing 
regularizations.


• ResNet-50 + CutMix 
is better than 
ResNet-150.

ResNet-50 + AutoAugment 25.6M 22.4* 6.2*

* reported values from the reference paper



Localizable Features. 
• CutMix makes model 

attend more "local" 
features unlike Mixup 
and Cutout.


• CutMix does not waste 
pixels during training.


• Great improvements in 
localization tasks

Cat (0.25)

Dog (0.75)
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Transfer Learning.

• Localizability makes CutMix models attractive choices as  
pre-trained models.


• Improves tasks with localization elements: detection & captioning. 



Robustness.

• CutMix shows better robustness than Mixup and Cutout 
in occlusion, in-between class samples and FGSM attack



Conclusion
• CutMix is a simple yet effective regularization technique 

for classification task


• CutMix shows better localization ability than previous 
methods such as Cutout, Mixup


• We observed that CutMix is effective for transfer learning, 
i.e., pre-training model for detection and captioning


• CutMix shows better robustness against occlusion,  
in-between class samples and adversarial noise



More details are in our paper!

• CutMix: Regularization Strategy to Train Strong 
Classifiers with Localizable Features. Sangdoo Yun, 
Dongyoon Han, Seong Joon Oh, Sanghyuk Chun, 
Junsuk Choe, Youngjoon Yoo 

• https://arxiv.org/abs/1905.04899


• https://github.com/ClovaAI/CutMix-PyTorch 

https://arxiv.org/abs/1905.04899
https://github.com/ClovaAI/CutMix-PyTorch
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Generalization is matter.

Geirhos, Robert, et al. "Generalisation in humans and deep neural networks." Advances in Neural Information Processing Systems. 2018.



Kang, Daniel, et al. "Transfer of Adversarial Robustness Between Perturbation Types." ICML 2019 UDL workshop



Current solutions are complicated 
and expensive: Adversarial training.

brain coral (1.0) 
(adversarially attacked)

Deep model 
(inference mode)

Cauliflower (1.0) 
(Clean Image)

Deep model 
(training mode)

CrossEntropy (output, Cauliflower)

Adversarial Training



Current solutions are complicated 
and expensive: Adversarial training.
• Improve robustness by solving expensive minimax problem

min
✓

nX
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max
"2E

`(f✓(x+ ", y))
<latexit sha1_base64="eTU5Ck9sgUx5nc3jhbWWBcv5o14=">AAACRHicbVDBShxBFOxRE80a46rHXBoXYSWyzJiAHsUgeDTgqrCzGd70vnEbu3uG7jfiMuzHefEDvOULvHhQxKukd13BaAoaiqp6vH6VFko6CsM/wdT0zIePs3OfavOfF74s1peWj1xeWoFtkavcnqTgUEmDbZKk8KSwCDpVeJye/Rz5x+donczNIQ0K7Go4NTKTAshLSb0Ta2mSmPpIwGNX6kT+NjzWcJFU8TlYLJxUuVfkWKW+AMX3hjxGpZrZy2CTX/Bv/FV+gw/W15N6I2yFY/D3JJqQBpvgIKlfx71clBoNCQXOdaKwoG4FlqRQOKzFpcMCxBmcYsdTAxpdtxqXMORrXunxLLf+GeJj9fVEBdq5gU59cnSHe+uNxP95nZKy7W4lTVESGvG8KCsVp5yPGuU9aVGQGngCwkr/Vy76YEGQ773mS4jenvyeHG22ou+tzV8/Gju7kzrm2Fe2yposYltsh+2zA9Zmgl2yG3bH7oOr4DZ4CB6fo1PBZGaF/YPg6S9iF7Dy</latexit>

Inner max problem is generally 
approximated by adversarial attacks: 

They are too expensive at scale

https://github.com/facebookresearch/ImageNet-Adversarial-Training/blob/master/INSTRUCTIONS.md 



There are many cheap and 
effective regularization methods
• Augmentation methods: 


• Cutout, Mixup, CutMix


• Randomly feature drop: 


• Dropout, DropBlock, ShakeShake, ShakeDrop


• Label noise


• Label smoothing, Mixup, CutMix


• In this talk, we do not consider the methods with additional 
parameters such as SE block, GE block



Selected regularization 
methods: ShakeDrop



Selected regularization 
methods: Label smoothing

Deep model

Cauliflower (1.0)
Baseline



Selected regularization 
methods: Label smoothing

Deep model

Cauliflower (1.0)
Baseline

Cauliflower (0.9)

label 
smoothing

Otherwise (0.1 / K)



Benchmark 1:  
Adversarial robustness

• FGSM (Fast Gradient Sign Method)


• Note: regularization methods can not provide provable 
defense to adversarial robustness



Benchmark 2:  
Non-adversarial robustness
• Occlusion


• ImageNet-C: Noise, blur, weather change, digital

Hendrycks, Dan, and Thomas Dietterich. "Benchmarking neural network robustness to common corruptions and perturbations." ICLR 2019



CIFAR-100 Results

• Observation: a targeted solution only solves the targeted 
problem (e.g., Cutout only improves occlusion robustness 
while worsen FGSM and CIFAR-100-C robustness)


• A similar result is shown by Geirhos, et al., 2018

CIFAR-100 FGSM Occlusion CIFAR-C Noise Blur Weather Digital

Methods Top-1 Err. Top-1 Err. Top-1 Err. mCE Top-1 Err. Top-1 Err. Top-1 Err. Top-1 Err.

Baseline (PyramidNet-200) 16.45 84.20 72.19 45.11 74.62 46.77 30.66 38.65

Adversarial Logit Pairing 24.75 51.32 92.27 50.04 69.94 51.75 40.62 44.70

Cutout 16.53 91.07 27.00 51.65 89.77 51.40 34.24 43.20

Add Gaussian Noise 19.49 85.08 73.23 42.01 54.63 48.42 31.54 38.48

Geirhos, Robert, et al. "Generalisation in humans and deep neural networks." Advances in Neural Information Processing Systems. 2018.



CIFAR-100 Results

• Good regularization methods are strong baselines, 
i.e., they are "generally" better than specific solutions and 
the baseline.

CIFAR-100 FGSM CIFAR-C Occlusion Expected OOD
Method Top-1 Err. Top-1 Err. Top-1 Err. Top-1 Err. Calibration Err. Detection Err.

Baseline (PyramidNet-200) 16.45 84.20 45.11 72.19 8.00 18.05
Cutout + SD + LS 13.49 69.59 43.86 26.33 1.45 18.40
Mixup + SD + LS 14.79 56.32 40.32 56.76 15.85 18.54
CutMix + SD + LS 13.83 62.72 44.99 34.96 5.26 18.89

Adversarial Logit Pairing 24.75 51.32 50.04 92.27 6.67 21.57
Add Gaussian Noise 19.49 85.08 42.01 73.23 9.79 25.16
OOD augment (SVHN) 38.80 97.35 67.03 79.13 46.37 43.53
OOD augment (GAN) 34.78 94.65 57.09 85.30 38.22 33.35



ImageNet Results

• Largely similar to CIFAR-100 results 


• We observe that Mixup + LS shows the best performance 
in ImageNet-C mCE than other expensive methods

Average Clean FGSM Occ. Noise Blur Weather Digital mCE

Baseline (ResNet-50) 67.43 23.68 91.85 46.01 78.58 86.63 64.99 80.24 77.55

Label Smoothing 62.67 22.31 73.60 44.35 77.08 82.30 61.72 77.33 74.44

ShakeDrop 64.57 22.03 87.19 42.98 76.13 83.42 61.56 78.69 74.87

ShakeDrop + LS 61.45 21.92 72.65 42.85 74.47 82.15 60.47 75.67 73.10

Cutout 64.81 22.93 88.50 29.72 79.94 85.37 65.34 81.87 78.01

Cutout + LS 61.90 22.02 75.24 29.08 79.80 84.51 62.72 79.93 76.54

Mixup 61.46 22.58 75.60 44.20 73.09 81.49 58.83 74.42 71.88

Mixup + LS 58.54 22.41 69.43 42.31 65.36 82.95 53.37 73.94 69.14

CutMix 62.08 21.60 69.04 30.09 80.88 84.87 64.11 83.95 78.29

CutMix + LS 61.02 21.87 67.41 31.51 77.01 84.61 63.13 81.56 76.55

CutMix + SD 61.75 21.60 80.00 31.28 77.06 84.18 61.04 77.07 74.69

CutMix + SD + LS 60.96 21.90 68.65 31.62 76.04 84.53 62.82 81.16 76.14



Conclusion
• Simple regularization techniques are effective in 

enhancing robustness and uncertainty estimation. 


• Well-regularized models achieve state-of-the-art 
robustness (e.g., 69.14% mCE for Mixup + LS). 


• Methods for specific tasks (e.g., adversarial training, 
Cutout) do not generalize to other tasks. 


• State-of-the-art regularization methods (e.g., Cutout, 
Mixup, CutMix, ShakeDrop, label smoothing) should be 
considered as powerful baselines. 



More details are in our paper!

• An Empirical Evaluation on Robustness and 
Uncertainty of Regularization Methods. Sanghyuk 
Chun, Seong Joon Oh, Sangdoo Yun, Dongyoon Han, 
Junsuk Choe, Youngjoon Yoo 

• Presented in ICML 2019 Uncertainty & Robustness in 
Deep Learning Workshop (Friday)



Side Topic: 
Robustness in  

non-vision data (music).



Xavier Serra 
Music Technology Group, 
Universitat Pompeu Fabra

Minz Won 
Music Technology Group, 
Universitat Pompeu Fabra

Sanghyuk Chun 
Clova AI Research, 

Naver Corp.

Visualizing and Understanding  
Self-attention based 
Music Tagging 



Also matters to other domains; 
Music Understanding.
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Interpretability is the matter; 
Where is attended by the model?
• Observation 1: Model focuses on "energy"

Tag - Piano

Attention heat map



Interpretability is the matter; 
Where is attended by the model?
• Observation 2: Models understand the music with only 

small chunks

Tag - Quiet Tag - Loud

Confidence of "Quiet"

Confidence of "Loud"



More details are in our paper!

• Visualizing and Understanding Self-attention based 
Music Tagging. Minz Won, Sanghyuk Chun, Xavier Serra 

• Presented in ICML 2019 Machine Learning for Music 
Discovery Workshop (Contribute Talk, Saturday)



Conclusion and  
future works.



Conclusion and future works.
• Training strategy changes the property of models 

without any changes in architectures


• e.g., adversarial training, CutMix, ...


• The direct noise augmentation is a good solution to the 
specific robustness problem but it cannot be generalized.


• We should consider not only specific robustness but also 
the generalization ability of deep models for future works.



See you at...
NAVER & LINE Booth #111 (SUN, MON, TUE, WED) 

Poster and Oral talk for "Curiosity-Bottleneck:  
Exploration By Distilling Task-Specific Novelty" (TUE) 

Poster session at UDL workshop, "An Empirical Evaluation on 
Robustness and Uncertainty of Regularization Methods" (FRI) 

Contributed talk at ML4DL workshop, "Visualizing and 
Understanding Self-attention based Music Tagging" (SAT)



Internship & full-time 
opportunities at Clova.

• We do lots of exiting researches at Clova AI!

Machine Learning 
- Lightweight models 
- Regularization methods 
- Uncertainty estimation 
- ML Robustness & adversarial learning 
- AutoML 
- Reinforcement learning 

Computer Vision 
- OCR 
- Detection & segmentation (object, human, face) 
- Pose estimation & action recognition 
- Generative models

Natural Language Processing 
- Large-scale language model 
- Goal-oriented dialog



Internship & full-time 
opportunities at Clova.

• Positions: Research Scientist / AI Software Engineer /  
Research Internship / Global Residency


• Job descriptions: https://clova.ai/en/research/careers.html 


• Please contact via clova-jobs@navercorp.com 

https://clova.ai/en/research/careers.html
mailto:clova-jobs@navercorp.com

